
Math 407
Cross-Validation for a Classification Problem



UCI Machine Learning Repository
This research employed a binary variable, default payment (Yes = 1, No = 0), as the response variable. This study reviewed the 
literature and used the following 23 variables as explanatory variables: 

X1: Amount of the given credit (NT dollar): it includes both the individual consumer credit and his/her family (supplementary) credit. 
X2: Gender (1 = male; 2 = female). 
X3: Education (1 = graduate school; 2 = university; 3 = high school; 4 = others). 
X4: Marital status (1 = married; 2 = single; 3 = others). 
X5: Age (year). 

X6 - X11: History of past payment. We tracked the past monthly payment records (from April to September, 2005) as follows: X6 = the 
repayment status in September, 2005; X7 = the repayment status in August, 2005; . . .;X11 = the repayment status in April, 2005. The 
measurement scale for the repayment status is: -1 = pay duly; 1 = payment delay for one month; 2 = payment delay for two months; . . 
.; 8 = payment delay for eight months; 9 = payment delay for nine months and above. 

X12-X17: Amount of bill statement (NT dollar). X12 = amount of bill statement in September, 2005; X13 = amount of bill statement in 
August, 2005; . . .; X17 = amount of bill statement in April, 2005. 

X18-X23: Amount of previous payment (NT dollar). X18 = amount paid in September, 2005; X19 = amount paid in August, 2005; . . 
.;X23 = amount paid in April, 2005. 



Overview of the process of choose a model:

1. Select a few methods to try that are appropriate for the type of 
data you have and your (client’s) needs.

2. Train models using the methods from 1. on a set of data (training 
set)

3. Choose the model with the best performance on a different set of 
data (test set) This step is called “model selection”

4. Get an unbiased estimate of your chosen model’s performance 
using a third set of data (validation) 

This step is called “model assessment”



Step 1: Which methods are appropriate to try?

• Linear regression

• kNN Regression

• kNN Classification

• Logistic Regression

• Linear Discriminant Analysis (i.e. Bayes Rule with normal distribution 
and equal variance assumption)

• Quadratic Discriminant Analysis (i.e. Bayes Rule with normal 
distribution)



Split entire dataset into training, selection and 
assessment sets



How large should my Assessment set be?
Suppose we want to know the population misclassification rate to within 1% with 95% 
confidence.

This means we want the half-width of the CI to be 0.01:

0.01 = 1.96
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Worse case is that Ƹ𝑝 = 0.5.  Solving for n in 

0.01 = 1.96
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yields n = 
1.962

4(0.012)
= 9604

In order to estimate the misclassification rate to within 1%, I need to have at least 9604 clients 
in my assessment set.



Randomly choose 9604 observations to set aside for 
assessing my final model…

I could take another 9604 out of the 20396 to use as the selection set, but 
I’m a bit worried about having enough training observations so I’ll use 
cross-validation to train and selection.



5 fold Cross Validation for training and selection
Randomly split dataset into 5 equally sized parts

*Train models on 4 of the 5 parts, get accuracy on the remaining part (i.e. test)

Repeat * five times with each part getting the chance to be the test set

Average over the 5 accuracies per model to get the CV accuracy

Choose the model with the highest CV accuracy.



Logistic Regression – payments and amount 
due for the last 7 months



Logistic Regression – payments and amount 
due for the last 1 month



Logistic Regression – payments and amount 
due for the last 1 month – change cutoff



kNN Classification – black line is average over 5 folds 

Best Accuracy is 0.7784 at k=3990



Model selection and final training

Selection on overall Accuracy

Model Overall Cross Validated 
Accuracy

Logistic with 7 months
cutoff = 0.5

0.7788

Logistic with 1 month
cutoff = 0.5

0.7780

Logistic with 1 month
cutoff = 0.28

0.7789

Best kNN
k=3990

0.7784

Refit the best model on all 5 
folds, i.e. all data used for 
training and selection.  This 
is the final model.



Model Assessment
I am 95% confident that the 
true accuracy of this logistic 
regression model is between 
77.06% and 78.72%.


