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AI in the news…

“As part of an effort to combat the US’s growing prison population, the 
US attorney-general is required to develop an ‘evidence-based’ risk 
assessment system by July 2019 to help decide how long inmates 
remain incarcerated.”

FT,  27 April/28 April 2019



Let’s build a model to predict “Violent Crime”



Available predictors…



…



The Crime dataset

There are p=125 quantitative pieces of information available for n = 
2215 communities to predict the number of violent crimes per 
100,000.

Let
Y = number of violent crimes per 100,000 people

X = (1, X1,… X125) 

True Relationship: Y = f(X)+ε



Which methods are appropriate to try?

• Linear regression

• kNN regression

• kNN classification

• Logistic regression

• LDA

• QDA

• Ridge regression

There are p=125 quantitative pieces of 
information available for n = 2215 
communities to predict the number of 
violent crimes per 100,000.

Let 
Y = number of violent crimes per 100,000 
people

X = (1, X1,… X125) 



Training/selection/assessment

Unfortunately, there are a lot of “?” in the dataset…

When I remove communities with at least one piece of missing 
information, there are only n=319 communities left.

I’ll omit the assessment step and just train and select a model to 
suggest to the Attorney-general.

I’ll use 3-fold cross-validation, means that models will be trained on 
about 200 communities.  So (n = 200) ≈ (p=125)



Selection by MAE

I’ll select the model with the best cross-validated

Mean Absolute Error (MAE)

This is an easy measure to interpret – it’s just the average error of the model 



kNN Regression

3-fold cross-validated MAE: 398.7 at k=9

The model is off, on average, by 399 
violent crimes per 100,000 people.



Linear Regression
3-fold cross-validated MAE: 666.9

The model is off, on average, by 667 violent crimes per 100,000 people.

Some perspective: 



What’s happening with Linear Regression?



Ridge Regression

Best cross-validated MAE:  

383.5 at λ = 865.3445

The model is off, on average, by 

384 violent crimes per 100,000 people



Coefficients of “Best” Ridge Regression Model



LASSO

Best cross-validated MAE:  

381.5 at λ = 75.26325

The model is off, on average, by 

382 violent crimes per 100,000 people



Coefficients of “Best” LASSO Model



The “best” model out of kNN, Linear, Ridge and LASSO is…

LASSO, both in terms of performance (lowest MAE) and easy of 
interpretability:

Predicted number of Violent Crimes =



What could we do to improve LASSO’s 
performance?
Try

• Using communities with missing data

• Interactions or transformations of predictors

• Making minimal assumptions about the form of the relationship
between Y and X…tomorrow!



What could we really do to improve the model’s performance?


