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Three General Solutions for dealing with high dimensional data
• Subset selection

Going out of favor

• Shrinkage (penalized regression)
Ridge regression or LASSO are popular, Elastic net is a combination of the two

• Dimension Reduction
PCA or PLS



Recall Linear Regression 

1. Assume a linear model

2. Train the model by “least squares”



Penalized Regression 

1. Assume a linear model

2. Train the model by “least squares” with a penalty on the size of the  

model coefficients



Ridge Regression 

1. Assume a linear model

2. Train the model by “least squares” with a penalty on the size of the  

model coefficients, specifically that σ𝑖=0
𝑝

β𝑖
2< c



LASSO

1. Assume a linear model

2. Train the model by “least squares” with a penalty on the size of the  

model coefficients, specifically that σ𝑖=0
𝑝

|β𝑖|< c



Why penalize?

• Assuming the true relationship between X and Y is linear, 

penalized regression can have lower variance in the fits

• The lower variance comes at the cost of higher bias, but hopefully 
the MSE overall is lower than for linear regression.

• The main advantage is for high-dimensional data, where least 
squares may perform very poorly.



How to penalize?

• Train models using a grid of c values (or equivalently λ)

• Test the trained models and select the one with the lowest MSE (or 
other measure of model quality)



Auto Dataset: predict Y = mpg



Three linear models of mpg and weight

A linear model is of the form mpg = β0+ β1(horsepower)+ β2(year)

Method β0 Β1 Β2
MAE

Linear 
Regression

-15.9 -0.13 0.70 3.6

Ridge 
Regression

-16.5 -0.12 0.69 3.5

LASSO -15.3 -0.13 0.69 3.4



Diagnostic Plots from LASSO model



Improvement?

Linear, Ridge and LASSO all assume that Y is a 
linear combination of the predictors

What if the relationship between X and Y 
doesn’t look linear and we can’t find a simple 
transformation to make a linear relationship?



Remember Taylor Polynomials?

Idea: any “nice” function can be approximated by a polynomial of degree d.  
The larger the degree, the better the approximation.

Approximate f(x) = sin(x) at 
x=0    
P1(x) = f(0)+f’(0)(x-0) = x
P3(x) = x-1/6x^3
…



Big Idea

Assume Y=f(x)+ε and approximate  

f(x) ≈ b0+b1x+b2x2+…+bdxd

The larger the value of d, the better the
approximation 

Note that if we assume Y is a function of x1, x2, etc. 
and that Y is a polynomial of degree d in each of x1, 
x2, …xp then there are dp+1 parameters to find!  



Degree 7 Poly Fit of Horsepower



Bigger Idea

dp+1 variables to find from n observations 
means this is likely high dimensional data so…

Try penalized regression!

Could put monomials up to degree d in ridge regression or lasso



Truncated Power Basis with 30 knots 
of degree 3 of horsepower



Diagnostic Plot

CV MAE is 3.27 with horsepower only



Add year to the model…



Diagnostic Plots
CV MAE is 2.81



What could be improved?

The current model just 
shifts the shape of 
horsepower and mpg for 
to predict for different 
years.

Later we’ll see how 
neural nets allows us to 
model complex 
interactions between 
two or more predictors.



Further development

Transform the outcome of the penalized linear 
combination to work for binary Y, count Y, time 
to event Y, etc. 

We’ll explore this idea later on with GAMs –
generalized additive models.



Splines

• Disadvantages – some loss of interpretability

• Can’t usually predict at the ends of the 
predictor ranges



Rules of Thumb

• Penalized spline – choose degree=1 or 
degree=3 and Number of knots =max(30, n).  

• Choose the penalty parameter to minimized 
MSE or MAE (or AIC, BIC)


