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PCA, PCR, Partial Least Squares



PCA – find a lower dimensional 
representation of data 



PCA – Project data onto lower dimensional space



PCA – find a lower dimensional 
representation of data 



PCR – linear regression on the first k principal 
components 



Partial Least Squares – improved PCR to find 
components most related to Y



Summary

• PCA – unsupervised technique for finding a lower dimensional 
representation of the data

• PCR – regression (linear, logistic, generalized) on the first k principal 
components from PCA

• PLS – like PCR but the PCA part is supervised

Often PCR and PLS have similar performance to ridge regression.  PCA 
by itself is a very powerful technique…



Lower dimensional representation

The next few images 
are from “Hands on 
Machine Learning” 
available for free to 
you via the library’s 
safari books



Unrolling the “swiss roll” via lower dimensional 
representation that is not necessarily linear.



Multi-Dimensional Scaling (MDS)

Finds the k-dimensional space that best preserves the 
“distance” between data points.



Semi-Supervised Learning

Suppose we have only a small number of datapoints with labels (i.e. 
observations of X and Y) and a large number of unlabeled observations 
of X. 

Cluster all observations of X, regardless of whether Y is available. 
(unsupervised learning)

Classify by the closest labeled example of X

or estimate by e.g. the mean of nearest labeled examples of X

(supervised learning)


