
Statistical Machine Learning
Introduction to Neural Networks



Zipcode dataset: is it a “4” or “9”?

Zipcode (MNIST) dataset: have 16x16 pixel 
grayscale images of “4”s and “9”s

Goal: train a model to predict whether a 16x16 
grayscale image is of a “4” or “9”.



Logistic Regression Model



Additional Resources

Also see “Hands on Machine Learning” via Safari Books on the library’s website.
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Network Diagram



Results: 91.7% accuracy

Using 16*16=256 inputs to classify a binary output with

• 2 hidden layers of 10 and 20 neurons, 

• Relu activation for the hidden layers,

• Logistic activation for the output layers,

• Training to maximize the binomial probability 



Choices for a “Forward Feed” Neural Network

• Activation function for each layer

• Activation function for the output

• Number of hidden layers

• Number of “neurons” in a hidden layer

• Loss function to minimization (i.e. mean squared training error



Common 
Activation 
Functions



Training a neural network

Generally a numerical algorithm must be used to find the model 
“weights” corresponding to the minimum value training error.  

Variations of gradient descent are a common choice.



Common Types of Neural Networks

• Forward Feed

Additional choice of which neurons are connected:

• Convolutional

• Recurrent

Unsupervised learning:

• Autoencoder


