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Chapter 1

Fundamentals

1.1 Introduction

I have three goals for this course.
1. To understand and apply mathematical definitions and statements.
2. To learn to make and prove mathematical statements.
3. To appreciate the beauty and power of mathematics.

I'm pretty sure most of you will be able to handle the first goal. The second is a lot harder.
The third, well, some will and some won’t and regardless it won’t be on any exams.

The underlying idea of this course is that mathematics is a language. It’s not the sort
of language where you greet your friends or ask where the bathroom is, but it is a language
nevertheless. Up to this point you've no doubt taken a number of mathematics courses, but
probably your mathematics is at best a sort of ‘pidgin’ language. Our first goal is essentially
to learn the grammar of mathematics. Our second goal is to learn to make an argument
in mathematics; “math composition”, if you will. Our third goal is to appreciate some of
the ideas that can only be expressed in this language. It’s the sort of thing you’d see in an
English Lit class only it’s math.

The key distinction between mathematics and other languages is that mathematics is
extremely precise. Human languages like English are riven with ambiguity. Consider the
statement: “I am going to the store.”

It seems clear enough, but really it relies on a tremendous amount of unspoken context.
For instance, are you in the process of going right this instant? Or are you about to go, but
haven’t started yet? Or are you saying you will go to the store sometime relatively soon? We
can also wonder which store you're going to and whether that’s all you're going to do or just
one of several errands. That’s fine in real life since if you need more precision you just ask
for it. Mathematics strives not to do that. As much as is humanly possible a mathematical
statement is true or false without reference to any sort of context or implied understanding.
Even in mathematics we sometimes fall short of this ideal, but that is the ideal.

Now, mathematics can and will in this course be stated in English. You just have to
be very careful. For instance we’ll see that the statement “Professor Paul is the Queen of



England” is a perfectly acceptable mathematical statement. It has none of the vagueness of
“I am going to the store.” As long as “Professor Paul” and “the Queen of England” have
been defined this statement is perfectly clear. It also happens to be false—which is also fine.
It is much easier to determine if a statement is true or false if it is clearly and precisely
stated.

1.1.1 Notation

Like many human languages, mathematics is a written language. Though all of our state-
ments can be made in English we often use symbolic notation in place of the words to make
the statements more compact and, in theory, clearer. In practice this is a great source of
confusion and frustration. In response to the comments of former students, I'm going to
list all of the symbols that I'll use in each section at the beginning of that section . You
won’t yet understand many of them, but if you get stuck later on you will have a resource
for looking up the meaning of any obscure symbol you come across.

1.1.2 Terms and Examples

A postulate is a mathematical statement that we assume is true without proof. The ancient
mathematician Euclid generated several books of geometry (called The Elements) based on
just five postulates.

1. There is a line segment between any two points
2. Any line segment may be arbitrarily extended.
3. There is a circle for every center and radius.

4. All right angles are equal to one another.

5. If two lines are crossed by a third line in such a way that the interior angles are less
than two right angles, then the two lines will cross if extended sufficiently.

This last was called the “parallel postulate” and was, in its day, controversial. Ancient
mathematicians thought that you ought to be able to prove it true based on the other four
(seemingly more basic) postulates. This turned out not to be the case. In fact if you omit
the “parallel postulate” one can talk about so-called “non-Euclidian geometries”.

Mathematicians like to have as few postulates as possible. Students often become frus-
trated and annoyed when I make them prove “self-evidently true” statements like “an even
integer plus an odd integer yields an odd integer”. Yes, it’s true...but really how do you
know it’s true? Could it be that there is some enormous odd integer that, when added to
some other enormous even integer, yields another even integer? Why not?

In this class you may assume as postulates all the properties of real numbers and alge-
bra rules you learned in high school. You may also assume basic results from high school
geometry, as well as any result proven earlier in this text.



A theorem is a statement that is proven true based on your postulates and earlier theo-
rems. We will prove many theorems in this class, so we might as well make the first one a
good one.

Theorem 1.1.1: (Pythagorean) If a right triangle has sides of length a and
b and a hypotenuse of length ¢, then

a® + b2 =2

proof: Consider the square with sides of length a + b. Divide each side into segments of
length a and b and connect the dividing lines with line segments as shown below.

b a
a The area of the square is (a + b)%. The
¢ c b area of the square is also the sum of the areas
of the inside square (c?) and the four triangles
(2ab each).
c
b Setting these two areas equal:
c
a
a b

(a+b)? =c*+4(3ab)
a’+2ab+b? =+ 2ab algebra

a?+ v =c? algebra

[0 (This symbol marks the end of a proof.)

A conjecture is a statement which seems true, but has not been definitively proven or
disproven. Conjectures are often questions at the edge of mathematical research and can be
very technical to state. Some famous old conjectures, though, are easy to state and yet have
remained unresolved (mathematicians say “open”) for centuries. Here are two.

Conjecture 1.1.2: (Goldbach’s) Every even integer greater than two may be
written as the sum of two prime numbers

It’s easy to believe this conjecture. Think of any even integer greater than 2, say 28.
Can 28 be written as the sum of two prime numbers? Sure, 28 = 17 4 11. In fact you can
usually do it many different ways. For instance 28 = 5 + 23 as well. Yet no one has been
able to prove you can do it for every even integer.



Conjecture 1.1.3: (Twin Primes) There are infinitely many pairs of primes
whose difference is two.

We'll see later in this course that there are an infinite number of prime numbers. In fact
this was proven by Euclid more than 2000 years ago. It is also easy to find lots of examples of
primes whose difference is two. For instance 5 and 7...or 11 and 13. “Twin primes” of this
type have been found that are very large, so there are certainly a very large number of them.
On the other hand it is known that prime numbers become progressively less dense as you
consider larger and larger numbers. . .so it is possible that, at some point, prime numbers
are always separated by more than 2. The question remains open.

Famous old conjectures are sometimes resolved, though. Perhaps the most famous con-
jecture of all was “proven” (we believe falsely proven) by the French amateur mathematician
(and circuit judge) Pierre de Fermat in 1637.

Conjecture 1.1.4: (Fermat’s Last Theorem) There are no positive integer
solutions x, ¥y, z to the equation

"+ oyt =2" forn>2

There are, of course, many solutions for n = 1, (1} + 2! = 3!) or n = 2, (3% + 4? = 52
or 7% + 24* = 25%). It seems reasonable that you could find integers x,y, 2 so that, say,
23 +y® = 2%, But Fermat said no. Famously he said he had a very clever proof of this, but
“the proof does not fit into the margin of this text.” (He wrote his proofs in a mathematics
textbook that he carried with him as a traveling judge.) For over 350 years no one could
produce a proof of this “theorem” that was really just a conjecture. It was finally proven by
Andrew Wiles in 1995—357 years after Fermat.

1.1.3 Problems

Problem 1.1.5: Show that Goldbach’s conjecture is true for 42 in two dif-
ferent ways.

Problem 1.1.6: Do there exist positive integers x,y so that

x° 4+ 9® = 10,000, 000, 000
How do you know? (Remember you may cite a theorem from earlier...)
Problem 1.1.7: Prove that the area of a triangle is one half the base times

the height using only the picture below and the fact that the area of a rectangle
is the length times the width.




1.2 Statements

Notation

end of proof

for all

there exists

such that

and

or

negation

logically equivalent (if and only if)

(left hand side) logically implies (right hand side)

U@_I<>UJLL’<E|:|

1.2.1 Simple Statements

A mathematical statement is simply a sentence (with a subject and a verb) which is either
true or false.

Example 1.2.1: Which of the following are mathematical statements?
1. “The big dog eats.”
2. “For every x > 0.”
3. “Which integers are divisible by three?”
4. “There exists a set with no elements.”
5. “Simplify.”
6. “(=3)? = —9”

1. “The big dog eats.” Statement.

2. “For every x > 0.” Not a statement. In fact, not a sentence... just a phrase. It asserts
nothing that may be true or false.

3. “Which integers are divisible by three?” Not a statement, a question. It asserts nothing
that may be true or false.

4. “There exists a set with no elements.” Statement.
5. “Simplify.” Not a statement, a command. It asserts nothing that may be true or false.

6. “(—3)% = —9” Statement. It happens to be false, but it is still a sentence that asserts
something.



Many statements in mathematics involve asserting that there is some number or some
set or some. .. thing that satisfies some condition. This is so common, in fact, that we have a
special symbol “4” that translates as “there is” or “there exists”. For instance, the sentence

“For every even integer n there is an integer m such that n = 2m”
may be written
“For every even integer n 3 an integer m such that n = 2m”

A similarly common sort of statement in mathematics is the assertion that something
is true for every number or set or... thing that satisfies some condition. There is a special
symbol V that translates as “for all” or “for every” or even sometimes “every” or “all”’. The
sentence

“All mammals are warm-blooded.”
may be written
“¥Y mammals are warm-blooded.”

These two modifiers very often occur together. Our example sentence for 3 could be
modified further to read:

“Y even integers n 3 an integer m such that n = 2m”

It’s worth noting here that the order of the modifiers is very important. The statement
above is true. For every integer n (say n = 14 for example) there is an integer m (m =7
in this example) so that n = 2m. What happens if we reverse the order? We have the
statement:

“There exists an integer m such that for every integer n, n = 2m”

This is clearly false. There is no single integer, m, that is half of every possible integer
n. For example, m = 7 works for n = 14, but not for n = 16 or n = 18.

While we're discussing it there is also a symbol “3” for the phrase “such that”. Thus we
can further modify our first example to read:

“V even integers, n, 3 an integer m, 3 n = 2m”

I should also say that it’s easy to get carried away with these symbols. Remember that
you should always be able to translate the statement back into an English statement that
makes sense.

Example 1.2.2: Translate the statements into English.
1. “d two hump camels.”
2. “V insect has six legs.”
3. “V things 4 a season and a purpose under heaven.”

4. “d a number z, 2 V numbers y, xy =y.”

5. “¥Y number x # 0, 3 a number y, > zy =1."

10



. “There exist two hump camels.”

“Every insect has six legs.” or “All insects have six legs.”

)

“To everything there is a season and a purpose under heaven.’
(For you fans of The Birds out there.)

“There is a number z, so that for every number y, xy = y.”
Of course that number is x = 1.

“For every number x not equal to zero, there is a number y so that zy = 1.”

Of course y = 1/x. Note that here the number that exists depends on the number
x. This is because the order was V...3.... In the previous example a single x (= 1)
worked for every number y. This is because the order was 3...V.. ..

1.2.2 Compound Statements: And/Or

There are various ways to build more complicated statements out simple statements. The
logical and operator is one such way. It has the symbol “A”.

4.

Definition 1.2.3: Given statements p and ¢, the compound statement p A ¢
(“p and ¢”) is true only when both p and ¢ are true.

Example 1.2.4: Determine if the statements are true.
1. “Pandas are mammals and fish are vertebrates.”
2. “1#£2AN“2? —1=(z—-1)(z+1)”
3. “0=1" A “whales are mammals.”

4.41/0=0" A “22+4=(z — 2)(z +2).”

“Pandas are mammals and fish are vertebrates.” True. Pandas are mammals. Fish
are vertebrates.

“UT#£27AN“2?—1=(x—1)(x+1).” True. 1isnot equal to 2. 22 —1 = (z—1)(z+1).

“0=1" A “whales are mammals.” False. Whales are mammals, but 0 is not equal to
1.

“1/0=0" A “22 +4 = (x — 2)(x + 2).” False. Neither statement is true.

Logical or “V” is similar.

Definition 1.2.5: Given statements p and ¢, the compound statement p V ¢
(“p or ¢”) is true when either p is true or ¢ is true.

11



Example 1.2.6: Determine if the statements are true.
1. “Pandas are mammals or fish are vertebrates.”
2. “142"V e’ —1=(z—-1)(z+1)”
3. “0=1" V “whales are mammals.”

4.41/0=0"V “22 +4 = (z — 2)(z +2).”

1. “Pandas are mammals or fish are vertebrates.” True. Both statements are true.
2. “1#£2"V “22 =1 = (z —1)(x +1).” True. Both statements are true.

3. “0 =17 V “whales are mammals.” True. Whales are mammals. For logical or only
one of the statements has to be true.

4. “1/0=0" V “2> +4 = (z — 2)(z +2).” False. Both statements are false.

These properties can be compactly expressed in a “truth table” that lists all the possible
true/false values for the statements p and ¢ with the resulting true/false values for logical
and and or.

ESEES SIS
SIS | [
oo g >
e A<

1.2.3 Negation

Definition 1.2.7: The negation of a statement p “—p” is the statement that
is true exactly when p is false, and false exactly when p is true.

Expressed as a truth table,

p|™p
T| F
F|T

Definition 1.2.8: We say two statements are logically equivalent “<” if they
have the same truth table.

12



Example 1.2.9: Rewrite the following statements as logically equivalent
statements without the negation.

1. _|“x — 077
2. —=“n is an even integer”
3. “a<1”

4. =“QGina had no children”

1. _'(Lx — 077 <:> “x % 077

The statements may be true or false depending on what value x actually has. The
point of logical equivalence is that they will both be true or they will both be false
regardless of the actual value of z. If for example, x = 5, then both statements will be
true.

2. —=“n is an even integer” < “n is an odd integer.”

Again if n = 5 then both statements are true. If n = 8 then both statements are false.
There is no choice of n that will yield a true on one side and a false on the other.

3. m“a <1’ & “q Z 17

4. =“QGina has no children” < “Gina has children.”

Negating a compound statement can be done relatively easily using the following theorem:

Theorem 1.2.10: De Morgan’s Laws
L =(pAg) & (=p)V(=q)

2. ~(pVq) & (-p)A(q)

proof: We will check (1) by writing down the truth table for both sides.

p qlpAg|-p —q]|(=p)V(~q)
T T| T | F F F
T F| F | F T T
F T| F |T F T
F F| F |T T T

Notice that the column for “(—p)V (—¢q)” is exactly the negation of the column for “pAgq.”
The proof of (2) is left as an exercise. [J

13



Example 1.2.11: Rewrite the following statements as logically equivalent
statements without the negation.

. = “(z=4)V (x=5)"

2. —“n is an even integer and m is an odd integer”

3. =“Tom will order Chinese or I will not order Mexican.”

L =%z=4)V(x=5)" & “(@£4)A(x#5)

Written in English the left side says, “It is not true that x equals four or five.
this is the same as saying, “z is not equal to four and x is not equal to 5.”

7

Clearly

2. =“n is an even integer and m is an odd integer” < “n is an odd integer or m is an
even integer.”

3. = “Tom will order Chinese or I will not order Mexican.” < “Tom will not order Chinese
and I will order Mexican.”

Just as negation turns statements involving a logical and into statements involving a log-
ical or and vice versa, negation also turns statements involving a V into statements involving
a 3 and vice versa. It can be a little more tricky to construct a sensible statement, but if
you keep in mind to exchange V and 7 it’s not that hard to construct the negation of such
statements.

Consider the negation of the statement,

“Every mammal is warm-blooded.”

What would it mean for this statement to be false? A common error is to say the
negation is “Every mammal is cold-blooded.” But not every mammal has to be cold-blooded
for the statement above to be false. All it would take would be for some weird mammal
in the Brazilian rain forest or the Australian outback to turn out to be cold-blooded for
the statement to be false. That’s because the statement asserts something about “every”
mammal. There has to exist only one cold-blooded mammal for the statement to be false.
Thus the negation is actually:

“There exists a cold-blooded mammal.”
Likewise consider the negation of the statement,
“There is a teenager who does not like texting.”

Well, if you believe there are no teenagers who do not like texting (the negation of the
statement above) then you believe that:

“Every teenager likes texting.”

14



Example 1.2.12: Rewrite the following statements as logically equivalent
statements without the negation.

1. —=“All children love presents.”
2. —“Some kinds of candy aren’t good.”
3. =“For every number x there is a number y such that xy = 1.”

4. = “There is a number z such that for every number y, xy = y.”

1. —“All children love presents.” < “There is a child who does not love presents.”

2. =“Some kinds of candy aren’t good.” < “All kinds of candy are good.”
Here you can read “some” as “there is a” (kind of candy which isn’t good.)
3. —“For every number x there is a number y such that xy = 1.” < “There is a number
x such that, for every number y, xy # 1.”
This statement is actually true. For the number x = 0, 0-y = 0 # 1 for every number y.
4. = “There is a number x such that for every number y, xy = y.” < “For every number
x there is a number y so that xy # y.”

This statement happens to be false. For the number z = 1 there is no number y so
that 1 -y # y.

1.2.4 Compound Statements: Implications

Definition 1.2.13: Given two statements p and ¢, an implication “p = ¢” is
a statement which is true unless p is true and ¢ is false. It is generally read
“p implies ¢.” Implications are also known as if-then statements. In that form
they are written “If p then ¢.” In an implication the first statement p is called
the hypothesis while the second statement ¢ is called the conclusion.

Using a truth table the definition seems simple enough.

P 9 |pP=4q
T T T
T F F
F T T
F F T

The idea of an implication is that the truth of the hypothesis is supposed to guarantee
the truth of conclusion. If it doesn’t, then the implication is false. Consider the implication,

“If you clean your room then we will go to the movies.”

15



Given that you manage to clean your room you expect to go to the movies. Now if you
clean your room and you don’t get to go to the movies then you’ll probably be angry. That
would mean the implication was false... Mom lied!

The part that is counter-intuitive about implications is what happens when the hypothesis
is false. Say you don’t clean your room. Then you may or may not still go to the movies
depending on how strongly Mom felt about the whole clean room thing. Intuitively you
expect that the statement above simply doesn’t apply. But a mathematical statement cannot
be “doesn’t apply”. By definition it must be true or false. A glance at the truth table reveals
that the statement is true if the hypothesis is false, regardless of the conclusion. In this case
we say the implication is vacuously true. The only way you could really say that Mom lied is
if you follow through on your part to clean your room and she doesn’t take you to the movies.
She can hardly be accused of lying if you don’t clean your room, regardless of whether you
go to the movies in the end.

Consider the statement,

“If 1 = 2 then Dr. Paul is the Queen of England.”

This is a true statement. It does not matter that Dr. Paul is not, in fact, the Queen of
England. Since 1 # 2 the hypothesis is false, so the implication is vacuously true.

Example 1.2.14: Determine whether the statements below are true or false.
Assume that z is a real number.

1. “If x = 2 then 2? = 47
2. “If 2> = 4 then x = 27

3. “If x2 = —4 then z = =27

1. “If x = 2 then 22 = 47 True.

2. “If 2 = 4 then = = 2" Fulse.

If x = —2 then the hypothesis is true and the conclusion false. In general, an implica-
tion has to be true for every allowed value of the variables to be true. Another way to
think of it is, “Does 2 being four force = to be two? No.”

3. “If 22 = —4 then z = —2” True.

For x a real number it is not possible for 22 = —4. Hence the statement is vacuously
true. Note that if we allowed x to take on complex values then the statement would
be false. Let x = 2¢. Then the hypothesis is true, but the conclusion is false.

There are a number of statements that are associated to an implication. Consider first
the negation of an implication.

Theorem 1.2.15:
~(p=q) & pA(7q)

16



proof: Easily checked using a truth table.

p qlp=q|p —q|pA(q)
T T| T ||T F F
T F| F ||[T T T
F T| T |F F F
F F| T |[F T F

Notice that the negation of the third column is the same as the sixth column. [J

This is just a more careful restatement of what we said earlier. The only way an impli-
cation can be false (and thus the only way its negation can be true) is if its hypothesis is
true (p) and its conclusion is false (—q).

Definition 1.2.16: The converse of an implication p = ¢ is the reversed
implication ¢ = p.

It is a common error to believe that the implication is logically equivalent to its converse.
It is not. In general the converse of an implication is completely logically independent of
the implication. That means that both may be true, both false, or either one true while the
other is false.

Consider the implication

“If x = 2 then 22 = 4.7

This implication is true. Now consider its converse.

“If 22 = 4 then o = 2.7

As we saw earlier this implication is false. Another example,

“If an animal is human then the animal is a mammal.”

True, but the converse. ..

“If an animal is a mammal then the animal is human.”

...1s clearly false.
Definition 1.2.17: The contrapositive of an implication p = ¢ is the reversed
implication with negations (—¢) = (—p).

Consider again the implication,

“If x = 2 then 22 = 4.7

Its contrapositive is

“If 2% # 4 then xz # 2.7

Note that this implication is true. Consider again,

“If an animal is human then the animal is a mammal.”

The contrapositive is

“If an animal is not a mammal then the animal is not human.”

... which is again true. In fact, an implication is logically equivalent to its contrapositive.

17



Theorem 1.2.18:
(Lp j q” <:> (L(_|q> :> (_|p>77

proof: Again we just need to check the truth tables.

p qlr=>q|~q¢ —p| (g = (-p
T T| T F F T
T F| F T F F
F T| T F T T
F F| T T T T

The third column and the sixth are the same, hence the two statements are logically
equivalent. []

Example 1.2.19: Write the negation, the converse, and the contrapositive
to the implications below.

1. “If you use natural ingredients then your soup will be good.”
2. “If b — 4ac > 0 then the equation az? + bz + ¢ = 0 has two solutions.”
3. “If f'(a) =0 and f"(a) < 0 then f has a local maximum at z = a.”

4. “If there is a number a so that lim f(z) # lim f(z) then f is not
T—a—

r—ra
continuous.”

1. “If you use natural ingredients then your soup will be good.”

e Negation: “You use natural ingredients and your soup is not good.”
e (Conwverse: “If your soup is good then you used natural ingredients.”

e Contrapositive: If your soup is not good then you did not use natural ingredients.”
2. “If b — 4ac > 0 then the equation az? + bx + ¢ = 0 has two solutions.”

e Negation: “b*> — 4ac > 0 and the equation ax? + bz + ¢ = 0 does not have two
solutions.”
e Conwverse: “If the equation ax? + bz + ¢ = 0 has two solutions then b* — 4ac > 0.”
e Contrapositive: “If the equation ax? +bx +c = 0 does not have two solutions then
b? —4ac <0.”
3. “If f'(a) =0 and f”(a) < 0 then f has a local maximum at z = a.”

e Negation: “f'(a) = 0 and f”(a) < 0 and f does not have a local maximum at
r=a.
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e Converse: “If f has a local maximum at x = a then f'(a) =0 and f"(a) < 0.”
e Contrapositive: “If f does not have a local maximum at = a then f'(a) # 0 or
f//(a) 2 0.77

4. “If there is a number a so that lim,_,,+ f(x) # lim,_,,~ f(x) then f is not continuous.”

e Negation: “There is a number a so that lim f(z) # lim f(x) and
x—a™t T—a~
f is continuous.”
e Converse: “If f is not continuous then there is a number a so that
lim f(z)# lim f(z)”
z—at T—a~

e Contrapositive: “If f is continuous then for every number a, lim+ f(x) = lim f(z)”
r—a Tr—a~

Finally I point out that the notation for implication and the notation for logical equiv-
alence actually do agree. If p implies ¢ and ¢ implies p then p and ¢ really are logically
equivalent. This is often written as “p if and only if ¢.” (The “If” part comes from p = ¢;
the “Only if” part come from g = p.)

Said yet another way,

Theorem 1.2.20:
‘=9 N@=>p)" & Dpeq

proof: Yet again we just need to check the truth tables.

p q|lp=>q q=p|lp=9ANg=p) |PrEq
T T| T T T T
T F| F T F F
F T| T F F F
F F| T T T T

Recall that p < ¢ is the statement that is true when p and ¢ have the same truth value
(either both true or both false). Note that the fifth column and the sixth column are the
same. Therefore the two statements are logically equivalent. [

There will be very few true tables as we go on in the course. When we want to prove
two statements are logically equivalent we will generally set about trying to prove first that
one implies the other, then prove the converse. By the theorem above, that is the same as
proving they are equivalent.

19



1.2.5 Problems

Problem 1.2.21: For the following statements write the negation.

l.n>zorn>yorn> =z

2. There exist z,y, z so that (zy)z # x(yz).

3. For all integers a, b there are integers ¢, so that a = ¢qb + r.

Problem 1.2.22: For the following implications write the negation, the con-

verse, and the contrapositive.

1. If 22 +y?> =0 then 2 = 0 and y = 0.

2. If  and b are integers then ¢ is an integer.
(& (&

3. Let p(x) be a polynomial. If p(x) has odd degree then there is a number
a so that p(a) = 0.

4. If there exist numbers, z,y € R so that z # y and 2? +xy+y?+x+y =0
then f is not one-to-one.

Problem 1.2.23: (See Theorem 1.2.10) Use a true table to prove that

““(pVq)” & “(=p)A(=q)

Problem 1.2.24: A syllogism is a statement of the form

“If p=qand ¢ = r then p=1r."

This makes perfect sense if you think about it. The classic(al) example is:

“If Socrates is a man and men are mortal then Socrates is mortal.”

Use the truth table below to prove that syllogisms are always true. Note
that since a syllogism is constructed from three simple statements (p, g, ), the
truth table has to have eight rows to accommodate the eight possible true/false
combinations for p,q, and r. I've filled out the third row so you can see how

it works.
p=4q

q=7rT

p=aN(g=r)

p=r

(L(p :> q> /\ (q :> 7,)77 :> ch :> 7,,77

SECECECRE NSRS LS
I TSI |
M Al
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1.3 Sets

Notation

is an element of. . .some set

is not an element of...some set
subset, contained in

not a subset, not contained in
empty set

power set of A

Natural numbers

Integers (whole numbers)
Rational numbers

Real numbers

Complex numbers

set union

set intersection

set subtraction

Cartesian product

set complement

Cartesian plane

TX DO CAaARONZNSIRIN®HM

£

1.3.1 Basic Definitions

One of the most basic ideas in mathematics is the idea of a set. Because it is so basic it
is kind of difficult to define carefully, and even if you do, the careful definition isn’t very
illuminating. Instead we will wave our hands just a little bit and define a set as follows:

Definition 1.3.1: A setis a collection of objects such that any object either
is or is not a member. Sets with only a few members are enclosed within “curly
braces” { ...objects...}

You might reasonably now ask, “What’s an object?” I would then shrug and reply that an
object can be just about anything. . . including another set. It is possible to define a collection
in a very clever way so that the “any object either is or is not a member” condition fails.
The resulting collection is called a class. We're not going to worry about all that. Pretty
much any reasonably defined collection is a set.

(If you have an interest in this, look up Russell’s Paradox. It begins with the idea that
you can have a set which has itself as a member! Freaky, huh?)
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Example 1.3.2: The following are sets.
1. Let C be the set of all colors.
2. Let S = {Peter, Paul, Mary}.
3. Let R = {red, green, blue}.
4. Let N = positive, whole numbers.

5. Let H be the set of all humans.

Note that S and R are finite sets—they each have only three elements. On the other
hand C' and N are infinite sets. H is a finite set which still has a very large number of
elements (several billion). We’ll define the idea of finite and infinite sets more carefully in a
later section.

Definition 1.3.3: An object that is in a set is called an element of that set.
If the set is named A and the object a, then we write “a € A”.

Since by definition any object either is or is not in any given set, “a € A” is a math-
ematical statement—it is either true of false. The negation of this statement is written

ad¢ A

Example 1.3.4: Using the set definitions from Example 1.3.2,
l.rede C. 4¢C.
2. Mary € S. Dr.Paul ¢ S.
3. green € R.
4. Mary € H. 17 ¢ H.

Definition 1.3.5: A set A is contained in another set B if and only if every
element of A is also an element of B. The statement “A is contained in B” is
written “A C B.” We may also say “A is a subset of B.”

More formally, we can write this as an implication,

“YACB & “acA = ae B’
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Example 1.3.6: Using the set definitions from Example 1.3.2,

1. R C C. This is a true statement since the three elements of R are also
elements of C.

2. S C H. This is a true statement as long as we understand Peter, Paul,
and Mary (the elements of S) are humans, rather than, say, cats or
something.

3. S ¢ C. This is how we write the negation for set containment,
“=(S C (). Since neither Peter, Paul, nor Mary are colors, S is not
contained in C.

4. {cyan, teal, Dr.Paul} ¢ C. The first two elements are colors, but Dr.Paul
is not, so this set is not a subset of C. To be a subset every element in
the small set must also be in the big set.

Note, by the way, that for any set A, the statement “A C A” is true. Every set is a
subset of itself. We use this fact to define exactly what we mean by set equality. Intuitively
if I say two sets are “equal” what do I mean? Surely that they have the same elements. Said
another way, two sets are equal if every element in the first set is also in the second, and
vice versa. Formally,

Definition 1.3.7: For sets A and B,

((A — B77 <:> “A g B77 and ((B g A77
Now we want to define a particularly important set.

Definition 1.3.8: The empty set “¢” is defined to be the set with no elements.
Sometimes this is written “¢ = {}.”

The empty set can be kind of slippery to get your head around. It is the set equivalent of
the number “zero.” Put yourself in the place of, say, and early Roman accountant. “Why do
I need this number ‘zero’,” he might reasonably ask. “Why would I need a number that is
nothing?” Of course zero is not “nothing.” It is a very real, concrete number that represents
the quantity “none.” We're all very much more familiar with zero than our poor Roman
accountant, and all understand how useful an idea it is. It may be less immediately obvious
that ¢ is useful in a similar way. Like zero, the empty set is not “nothing.” It represents the
set that contains nothing. And like zero, that is very much something.

While we're talking about it, you should realize that zero and the empty set are very
different things. Zero is a number, not a set. Further, the set that contains only zero is not

empty—it contains zero! Similarly, ¢ is not a number, it is a set.
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Theorem 1.3.9: For any set A, ¢ C A

proof: ¢ C A is equivalent to the statement, “If x € ¢ then x € A.” But this statement
is vacuously true since the hypothesis is always false. There are no elements in ¢. [

All these definitions get a little confusing when we consider sets which have elements that
are themselves sets.

Example 1.3.10: Consider the set,

A= {z,y,{z,y}}

A has three elements: z, y, and the set that contains x and y.
Which of the following statements are true?

1. x € A
2. {z} € A.
3. {z} C A

W

Azy} € A
. Az,y} C A

S Ot

. p e A.

-J

L $C A

1. z € A. True. x is the first listed element in A.

2. {z} € A. Fualse. The set that contains x is a completely different object than z itself.
The set that contains z is not one of the three elements of A.

3. {x} C A. True. Every element in {x}—all one of them—is also an element of A.

4. {z,y} € A. True. The set that contains x and y happens to also be an element of A.
The third listed element, as it happens.

5. {z,y} C A. True. Both elements of {z,y}, that is x and y, are also elements of A.
6. ¢ € A. False. The empty set is not one of the three elements of A.

7. ¢ C A. True. The empty set is a subset of every set including this one.

24



One last comment about the example above. I said “the first listed element” and “the
third listed element.” This was just to distinguish which elements of A I was talking about.
In fact the order in which the elements of a set are listed have no bearing on the set. That
is,

{z,y Az, y}} = {2 {2, v}, y} = {{z, v}, y, 7}

They all represent the same set. Now in a later section we will talk about “ordering” sets.
This is actually a fairly tricky business. But when you are just defining a set by listing the
elements, the order it which you list them is completely irrelevant. Generic sets have no
order.

The most important type of set which contains sets is a power set.

Definition 1.3.11: Given a set A, the power set of A, 24, is the set of all
subsets of A. That is,

24 ={B | B C A}

Example 1.3.12: Write down the power set for the set A = {0, 1,a}.
2% = {¢.{0}, {1}.{a}, {0, 1},{0. a}, {1, a}, {0, 1, a}}

Note that a ¢ 2. 24 is a set that contains only sets and a is a letter, not a set.
It is true that {a} € 24.

Later we’ll prove a theorem that if A is a finite set with n elements, then 24 will have
2™ elements. This is why we use this sort of weird notation for the power set. We are not
really “exponentiating” a set. (What would that even mean?)

1.3.2 Common Sets

In math classes the most common sets you come across are sets of numbers. Certain sets of
numbers come up so often that they have their own names and symbols. We've already seen
one, the Natural numbers, N. This set was defined in Example 1.3.2. They are also known
as the Counting numbers.

N=1{1,23..}

The natural numbers don’t include zero or the negative whole numbers. The set that consists
of all the whole numbers is called the integers, Z.

Z={.-2-101,23..}

(Why the ‘Z’? you may ask. The German word for ‘number’ is ‘zahlen’.)
Of course the type of number we usually mean when we say ‘number’ is a real number.
The set of real numbers is denoted R. While we’re all very familiar with the real numbers,
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they’re actually kind of tricky to define. One way is to define them as all integers plus finite
or infinite decimal parts. Even then there’re some subtleties. For instance, two different
decimals can represent the same real number.

0.99999... = 1.00000. ..

A class in mathematical analysis will get into the formal definition of the real numbers. In
this class we’ll just assume we more or less know what we're talking about when we say
“x is a real number.”

A way to define a set that we’ll find useful at this point is the so-called “set builder”
notation. Here is the basic form for defining a set S.

S = {z | some condition on x}

The “|” is read as “such that.” (But wasn’t “3” read “such that” in the last section, you
ask? Yes it was. In set builder notation it’s a |. Sorry, I didn’t invent it. Don’t shoot the
messenger. )

Example 1.3.13: Define the interval in the real numbers between 1 and 4,
including 1 but not including 4, using set builder notation.

L,4)={zeR|z>1ANzx <4}

In English, “the set of real numbers, z, such that z is greater than or equal to
1 and strictly less than 4.”

In practice we usually omit the explicit A and just list the conditions separated
by commas. The logical and is implied.

1,4)={reR|z>1z<4)

We can now use set builder notation to define two other common sets. First the rational
numbers, the set of all fractions.

@:{%|n,m€Z,m7&O}

So, for instance % € Q. —% € Q as well. 8 € QQ since 8 = %. Thus Z C Q.

It is a subtle and interesting fact that Q # R. Later we will prove the fact that v/2 ¢ Q.
That is, /2 # — for any integers n and m.

The final common set we’ll define is the complex numbers, C.

C={a+ib|abeR,i=+/—1}

So, for instance, 1 + ivV3eC. m—eieC as well.
For any real number, z, we have

r=x+0ie€C

hence R C C.
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1.3.3 Operations on Sets

Just as we could combine simple statements in various ways to make more complex compound
statements, there are several ways in which we can combine sets together to make new sets.

Definition 1.3.14: Given sets A and B, the union “U” of A and B is the set
of elements that are in either A or B. In set builder notation,

AUB={z|x€ Aorxe€ B}

Definition 1.3.15: Given sets A and B, the intersection “N” of A and B is
the set of elements that are in both A and B. In set builder notation,

ANB={z |z € Aand x € B}

Example 1.3.16: List the elements of the union and intersection of the given
sets.

1. A={1,2,3,4} B=/{a,b,c}

2. A=1{1,2,3,4} B=1{0,2,4,6,8}

3. A=[1,4) B =(2,7] (these are intervals of real numbers)
4. A=N B=R

1. A=4{1,2,3,4} B=/{a,b,c}

AUB=1{1,2,3,4,a,b,c} Remember the order doesn’t matter.
It also true that AU B = {4,1,a,2,¢,3,b}

ANB=¢ There are no elements in both sets.

2. A=1{1,2,3,4}y B=1{0,2,4,6,8}
AUuB=1{0,1,2,3,4,6,8}
ANB=1{24}

3. A=1[1,4) B=(2,7]
AUB=11,T7]

ANB=(2,4)

This is perhaps most easily seen on a number line.

B o °
Ae o)




4. A=N B=R
AUuB=R
ANB=N

A similar operation is subtraction of sets.

Definition 1.3.17: Given sets A and B, set subtraction “\” of A minus B is
the set of elements that are in A but not B. In set builder notation,

A\B={z|z€ Aand z ¢ B}

Example 1.3.18: List the elements of the set subtraction A minus B.
1. A=4{1,2,3,4} B=/{a,b,c}
2. A=1{1,2,3,4} B=1{0,2,4,6,8}
3. A=[1,4) B =(2,7] (these are intervals of real numbers)

4. A=N B=R

1. A={1,2,3,4} B={a,b,c}
A\ B=1{1,2,3,4}
Since there are no elements of B in A, the set subtraction does nothing.
2. A=1{1,2,3,4} B=1{0,2,4,6,8}
A\ B=1{1,3}

3. A=[1,4) B=(2,7
A\ B =11,2]

4. A=N B=R
A\B=¢

We want to define one more set theoretic idea, that of the complement. Intuitively the
complement of a set is everything that is not in the set. We have to restrict this a little bit,
though. For instance you might argue that my cat, Gandalf, is in the complement of the
interval [0,1]. After all, Gandalf is not a real number between zero and one. To be useful
the complement must be with respect to some “universal” set that is usually clear from the
context.
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Definition 1.3.19: Given a set A, the complement “A¢” is the universal set
“U” (determined from the context) minus A. That is,

A°=U\ A

Example 1.3.20: For each set A, write the universal set and the complement.
1. A = {Saturday, Sunday }
2. A=10,1]
3. A={a+ibeC|b>1}
4. A=N

1. A = {Saturday, Sunday }
U = {Saturday, Sunday, Monday, Tuesday, Wednesday, Thursday, Friday }
A°¢ = {Monday, Tuesday, Wednesday, Thursday, Friday }

2. A=10,1]
U=R
A¢ = (—00,0) U (1, 00)
3. A={a+ibeC|b>1}
U=C
A°={a+ibeC|b< 1}
4. A=N
U=7Z (You could also argue for U = R.)
Ac=1{...—3,-2,-1,0}

We’ll define one other operation, and this one will be very important in the next several

sections.

Definition 1.3.21: The Cartesian product of two sets, “A x B” is the set of
ordered pairs (z,y) where x € A and y € B. That is,

AxB={(z,y) |z €A, y€ B}
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Example 1.3.22: List the elements of the Cartesian product.

{a,b,c} x {1,2,3}

{a,b,c} x {1,2,3} = {(a,1), (a,2), (a,3), (b,1), (b,2), (b,3), (c,1), (¢,2), (¢,3)}
Note that while the sets themselves are not ordered, the pairs are ordered. For example,
(b,1) € {a,b,c} x {1,2,3} but (1,b) ¢ {a,b,c} x {1,2,3}. More generally, A x B # B x A.
The Cartesian product we are all most familiar with is the Cartesian plane, R%. This is
just the set of ordered pairs of real numbers, where the first number denotes the horizontal
position in the plane (z coordinate) and the second the vertical position (y coordinate). If
we glance back at the definition of the Cartesian product we can see that R? = R x R.

1.3.4 Set Proofs

Our first foray into formal proofs beyond simple truth tables will be proving set containment.
Recall that

ACB & r€A=x2€B

That is, the way you prove that A is contained in B is to pick an arbitrary element of A and
show that it has to also be in B. Thus proofs of containment always have the same basic
“shape.”

Consider x €(the small set).
...do math ...do math ...

Therefore = €(the big set).

The following example shows how important it is to use parentheses when writing sets
with unions and intersections.

Example 1.3.23: Prove that for any sets A, B, and C,

(AUB)NC CAU(BNC(C)

Proof: Consider x € (AUB)NC

=zrz€AUBandzeC definition of N
= (r€Aorz € B)and x € C definition of U

When presented with logical or, the proof has to proceed in cases.
Case l: x € Aand z € C

=z€A definition of and
=axe€Aorze (BNC) definition of or
=zrx€AU(BNC) definition of U
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Case 2: x € Bandz € C

=xecBnNC definition of N
=xe€Aorze (BNC) definition of or
=recAU(BNC) definition of U

Therefore, in either case, x € AU (BN C). O

Now you might with some justice complain that I took two or three lines to show some-
thing that was blindingly obvious. I respond that this is the nature of a formal proof. It is
true that as you progress in this course (and your career) your proofs will not be quite so
gruesomely detailed. However at this point, it is a great exercise to break down the logical
steps as much as is humanly possible.

Another criticism might be that the formal proof isn’t very intuitive. True enough, and
intuition is important. When presented with a statement that you are supposed to prove,
it’s a good practice to convince yourself it’s true before beginning the formal proof. For
instance when [ first saw the last example, I drew a picture with three overlapping circles,
and shaded in the set (AU B)NC. Then I did it again for AU (BN C). It was immediately
obvious that the theorem was true for this little special case.

A B A B

C C

Now the sets A, B,C are not generally subsets of the plane, much less the insides of
circles. Still it’s a useful way to train your intuition. It is not, however, a proof. Let me say
that again.

These pictures are NOT a proof!
Let’s move on to proving the equality of sets. Recall that
A=B & ACBand BCA
Proofs of set equality, then, are just two proofs of set containment.
Example 1.3.24: Prove that for any sets A and B,
(AUB) = A°N B¢
proof: We need to prove first that (AU B)¢ € A°N B¢, and then that A°N B° C (AU B)°.
First, consider z € (AU B)°.

=c¢AUB definition of complement

= -(x € AVx € B) definitions of negation and U
=c¢ ANz ¢ B DeMorgan Law (Theorem 1.2.10)
therefore x € A°N B¢ definitions of complement and N
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So (AU B)* C A°N B-.
Second, consider x € A°N B°.

=x¢ ANz ¢ B definitions of complement and N
= (r€ Avex e B) DeMorgan Law (Theorem 1.2.10)
= -(x € AUB) definition of U

= ¢ (AUB) definition of negation

therefore © € (AU B)¢ definition of complement

So A°N B C (AU B)°. Hence (AUB)* = AN B°. O

1.3.5 Problems

Problem 1.3.25: Let A = {a}.
(a) Write down the set 24.

(b) Write down the set 22"

Problem 1.3.26: Describe the sets using set-builder notation.
(a)

{1, 4, 9, 16, 25...}
(b)

,1,3,9 27..}

Y

Nell
Wl

1
{ g

Problem 1.3.27: List the elements of the set.

{dn+1|neZ}
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Problem 1.3.28: List the elements of AU B, AN B, and A\ B.
(a) A={a,b,cd e} B ={a,c, f}.

(b) A= (—o00,—2]U[3,00) B = (-5,5).

(c) A=127 B =N.

Problem 1.3.29: List the elements of the complement of the set A.

(a) A=[0,1]U[2,4]

(b) A={2n+1|neZ}

Problem 1.3.30: Prove that if A C B and B C C then A C C.

Problem 1.3.31: Prove that for any sets A and B,

(ANB)° = A°U B°
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1.4 Binary Relations

In the last section we talked a lot about sets. But if we think about it, the sets we care about
are much more than loose collections of elements. In R or Z, the numbers can be added and
multiplied, and they have an order. Most sets that you see in a math class have much more
structure than what you see in a generic set. One way to give a set “structure” is to define
a binary relation on the set. This “relates” some points in the set to some other points. The
“relations” are defined in a one-on-one way, hence the term “binary.”

1.4.1 Example Relations

To illustrate this consider a set of five students: Ann, Bob, Carrie, David, and Edgar. If you
wanted to say how they “relate” to each other, that would be a large and detailed undertak-
ing. But if you wanted a simple overview, you might just ask “Among these students, who
‘likes” whom?” The answer might be a list like the following:

Ann likes Bob, and Bob likes Carrie, but Ann and Carrie don’t particularly like each
other.

Carrie likes Edgar, David likes Edgar, and Edgar likes David (but not Carrie).

All the students like themselves except Carrie (who apparently has self-esteem issues).

To write this set of “relations” more compactly, you might just write them in pairs where
the first person likes the second person.

(Ann, Bob)
(Bob, Carrie)
(Carrie, Edgar)
(David, Edgar)
(Edgar, David)
(Ann, Ann)
(Bob, Bob)
(David, David)
(Edgar, Edgar)

These nine pairs together define a binary relation on the set of students, S.
S = {Ann, Bob, Carrie, David, Edgar}.
Formally, the binary relation, B, is the set

B = {(Ann, Bob), (Bob, Carrie), (Carrie, Edgar), (David, Edgar), (Edgar, David),
(Ann, Ann), (Bob, Bob), (David, David), (Edgar, Edgar)}

Since Ann likes Bob, (Ann,Bob)e B. But since Bob doesn’t like Ann, (Bob,Ann)¢ B. If
you recall the definition of the Cartesian product (Definition 1.3.21) then clearly B C S x S.
In general this is all that a binary relation is.

Definition 1.4.1: A binary relation R on a set A is simply a subset of A x A.
That is,

RCAxA
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One way to think about the Cartesian product S x S is as a 5 x 5 table.

Ann  Bob Carrie David Edgar

Ann
Bob
Carrie
David
Edgar

The binary relation B is then just a set of entrees in this table.

Ann Bob Carrie David Edgar

Ann
Bob
Carrie
David
Edgar

The nine
For a less trivial example consider the relation D on the natural numbers N defined by

X X
X X
X
X X
X X

U,

x”s in the table correspond to the nine pairs in the binary relation.

D:{(n,m)eNxI\H%EN}

When presented with a weird set like this it’s a good idea to try to figure out some of its
elements. .. and then figure out some things that are not its elements.

(2,4) € D since
(2,6) € D since

(3,4) ¢ D since

=2¢cN

=3ecN

¢ N.

Wl NI N =~

1
(5,1) ¢ D since 5 ¢ N.

That is, (n,m) € D if n divides evenly into m. (3,4) ¢ D since four thirds is not a
positive whole number (that’s the definition of N).

Since N is an infinite set we cannot list the complete relation in a table, but we can at
least present part of it.

1 2 3 4 5 6 7 8
l1|x x x X X X X
2 X X X X
3 X X
4 X X
5
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Example 1.4.2: For each relation write two pairs that are in the relation and
two that are not.

1. T on Z defined by

T={(n,m)€ZxZ|n—m=10}

2. H on R defined by

H={(z,y) e RxR | zy=1}

3. M on Z defined by

M ={(n,m) € ZXZ | n—m =3k for some k € Z}

4. P on R defined by

P={(z,y) e RxR | zy >0}

5. C on R? defined by

C: {((x,y),(z,t)) € RZ X ]R2 | Z’z—l—yz :Z2+t2}

1. T on Z defined by
T={(n,m)€ZXZ|n—m=10}
(12,2) € T since 12 —2 =10. (6,—4) € T since 6 — (—4) = 10.
(2,12) ¢ T since 2 — 12 = —10 # 10. (6,4) ¢ T since 6 — 4 = 2 # 10.
2. H on R defined by
H={(z,y) e RxR|zy=1}

(3.2) € H since 5-2=1. (-3, —2) € H since —3 - (—2) =1.

(2,2) ¢ Hsince2-2=4+#1. (—1,1) ¢ H since (—1)-1=—1# 1.
3. M on Z defined by
M ={(n,m) € ZXZ | n—m =3k for some k € Z}

) € M since 7—1=6 = 3(2). Here k = 2.

7)€ M since 5 — 17 = —12 = 3(—4). Here k = —4.
)¢ Msince6—1=5=3(2) and k=2 ¢ Z.

)¢ Msince 0 —7=—-7=3(—1) and k=—1 ¢ Z.
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4. P on R defined by

P={(z,y) e RxR |2y >0}

(2,4/3) € P since 2-v/3 > 0. (—m, —15) € P since (—7) - (—15) = 157 > 0.
(1,0) ¢ P since 1-(0) =0 < 0. (=v/2,v/3) ¢ P since (—v2) - /3) = —v/6 < 0.

5. C' on R? defined by
C - {((x7y)7(zvt)) € Rz X R2 ‘ .],’2 —|—y2 = 22 _|_t2}

This one is a little tricky because it’s a relation on R? which is, itself, a Cartesian
product. So C consists of pairs of pairs of numbers.

((3,4), (0, =5)) € C since 3% + 42 = 25 = 0% + (—5)2.
(“1,V/3), (V3. VD) € C since (1) + (V)2 = 4 = (V) + (V)2
((3,4),(7,0)) & C since 3% + 42 = 25 # 49 = 7> + 0%

((1,=v3),(=2,-2)) ¢ C since 12+ (—V3)2 =4 # 8 = (-2)? + (-2)2.

1.4.2 Properties of Relations

A general binary relation is still a very general object. In order to get something useful we
need to impose some further properties. In this class four properties will be important.

Definition 1.4.3: A binary relation R on a set A is reflexive if and only if
for every a € A, (a,a) € R. That is,

R reflexive & Va € A, (a,a) € R

Put another way, a binary relation is reflexive if every element is “related” to itself.

Looking back to the example binary relations from last subsection, we can see that B is
not reflexive since Carrie does not like herself. (Carrie,Carrie)¢ B.

On the other hand, the binary relation D on N is reflexive. For any n € N, (n,n) € D
since 2 =1 € N. Notice it would not be reflexive if this were a relation on Z since g ¢ 7.

If your binary relation is laid out in a table, then the relation is reflexive if all the entrees
on the diagonal are in the relation.
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Example 1.4.4: Say whether or not the relations defined in Example 1.4.11
are reflexive and why (or why not).

1. T on Z defined by
T={(n,m)€ZxZ|n—m=10}

Not reflexive.
Here no element of the form (n,n) is in 7" since n —n = 0 # 10.

2. H on R defined by
H={(z,y) e RxR | zy=1}

Not reflevive. If we consider (z,z) € H that means that > = 1. But
that means x = +1. The only elements of the form (z,z) in H are (1,1)
and (—1,—1). For all other z’s, (z,z) ¢ H.

3. M on Z defined by
M ={(n,m) € Z xZ | n—m = 3k for some k € Z}

Reflexive. For any n € Z, n —n =0 = 3(0). Here k = 0.
So for all n € Z, (n,n) € M.

4. P on R defined by

P={(z,y) e RxR |2y >0}

Not reflexive. (x,x) € P < 22 > 0. This is true for all real numbers
except 0. Hence (0,0) ¢ P, so P is not reflexive. Even one exception
makes the relation fail to be reflexive.

5. C' on R? defined by
¢ = {((x,y),(z,t)) € ]R2 X R2 | $2 —|—y2 = 2’2 +t2}

Reflexive. ((x,y),(z,y)) € C & z*+y?* = 2® + 3> This is clearly true
for any point (z,y) € R

Definition 1.4.5: A relation R on a set A is symmetric if and only if
(a,b) € R= (b,a) € R. That is,

R symmetric < (a,b) € R= (b,a) € R

In other words a relation is symmetric if whenever a is related to b then b is related to a.
Our first relation B from the beginning of the section is not symmetric since even though Ann
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likes Bob, Bob does not like Ann. That is, (Ann,Bob)€ B, but (Bob,Ann)¢ B. Symmetry
also fails for Bob/Carrie and Carrie/Edgar. Note that symmetry holds for David and Edgar,
since both (David,Edgar)e B and (Edgar,David)e B. Note as well that symmetry holds
vacuously for pairs like Ann and Carrie. Ann doesn’t like Carrie, and Carrie doesn’t like
Ann. The hypothesis “if (Ann,Carrie)e B” is false, as well as “if (Carrie,Ann)€ B” so the
implication is true in both cases.

The binary relation D is not symmetric either. (1,2) € D, but (2,1) ¢ D. In fact there
are no two different integers for which the symmetry condition holds. We’'ll see shortly that
this means that the binary relation D is antisymmetric.

Example 1.4.6: Say whether or not the relations defined in Example 1.4.11
are symmetric and why (or why not).

1. T on Z defined by
T={(n,m)€EZXZ]|n—m=10}
Not symmetric. (10,0) € T, but (0,10) ¢ T since 0 — 10 = —10 # 10.
2. H on R defined by
H={(z,y) e RxR|zy=1}

Symmetric. For this one let’s go ahead and write a formal proof. Since symmetry is
equivalent to the implication “(z,y) € H = (y,x) € H,” the “shape” of any symmetry
proof will be:

Let (z,y) € H
...do math...do math. ..

Therefore (y,z) € H

So, H is symmetric.

proof:
Let (z,y) € H
= zy=1 by definition of H
= yr=1 property of real numbers

Therefore (y,z) € H by definition of H [
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3. M on Z defined by

M ={(n,m) € Z xZ | n—m = 3k for some k € Z}

Symmetric.
proof:
Let (n,m) € M
= n —m = 3k for some k € Z by definition of M
= m—n=—(n—m)=3(—k) where —k € Z algebra
Therefore (m,n) € M by definition of M O

4. P on R defined by

P={(z,y) e RxR |2y >0}

Symmetric.
proof:
Let (z,y) € P
= zy >0 by definition of M
= yr >0 property of real numbers

Therefore (y,z) € M by definition of M [

5. C on R? defined by

¢= {((I,y),(z,t)) € R? x R? | 1'2—|—y2 :z2_|_t2}

Symmetric.

proof:

Let ((z,y), (2,1)) € C

2 22 2 42 s
= Yy =2+t by definition of C
= 2242 =22 4° algebra

Therefore ((z,t), (z,y)) € C by definition of C' O

The third property we’ll consider is antisymmetry. The formal definition of this property
is a little bit strange, so let me first define it intuitively. A relation is antisymmetric if there
are no symmetric pairs. Our very first example relation was not symmetric and it is not
antisymmetric either. This is because there is one symmetric pair: David/Edgar. As with
all of our properties, one exception means the property does not hold.
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Definition 1.4.7: A relation R is antisymmetric if and only if (x,y) € R and
(y,x) € R implies that = y. That is,

R antisymmetric < (z,y) € RA(y,2) e R=x=1y

Another way to think of this is, “The only pairs in which you can switch the order
and remain in the relation are those where the first and second coordinates are the same.”
For instance, of course you can switch the order of (Ann,Ann) and remain in B. Switch-
ing (Ann,Ann) just gives you (Ann,Ann) again. B is not antisymmetric, though, because
(David,Edgar)e B and (Edgar,David)e B but David#Edgar.

The relation D, however, is antisymmetric. Let’s write down a proof. Again since
antisymmetry is defined as an implication, the “shape” of the proof for antisymmetry is
usually the same.

Let (z,y) € R and (y,x) € R.
...do math...do math...

Therefore x =y

So, D is antisymmetric.

proof: Let (n,m) € D and (m,n) € D

m:/feNandﬁ:lEN by definition of D

n m

>kl=— - —=1 substitution and simplification
n o m
1

=k = 7 algebra

=1 property of N

= —=1 substitution into earlier line

m
Therefore n = m algebra

O
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Example 1.4.8: From Example 1.4.11(1) prove T is antisymmetric.
proof: Let (n,m) € T and (m,n) € T

=n—m=10and m —n =10 by definition of T’

= 10=n—m=—(m—n)=—-10 algebra and substitution
Since 10 # —10 we conclude that the hypothesis is never true. That is, there
are no symmetric pairs in 7' (of the form (z,z) or otherwise).
Hence the statement, “If (n,m) € T"and (m,n) € T then n = m” is vacuously
true. Therefore T is antisymmetric. [

The logic here is a little contorted, but intuitively it is pretty clear. There are
no symmetric pairs in 7', so 7" is antisymmetric.

The other relations in Example 1.4.11 are all symmetric. While it is possible for a
relation to be both symmetric and antisymmetric, such relations only have elements of the
form (x,x). So none of the other relations in Example 1.4.11 are antisymmetric.

We’ll do one more important example of an antisymmetric binary relation.

Example 1.4.9: Let O be a relation on R defined by
O={(z,y) eRxR |z <y}
It is very easy to prove that O is antisymmetric.

proof: Let (z,y) € O and (y,z) € O.

= <y and y <z by definition of O

Therefore x =y property of R
O

The last property we’ll discuss is transitivity. In words this is the property that “if a is
related to b and b is related to ¢ then a is related to ¢.” Formally,

Definition 1.4.10: A relation R is transitive if and only if (a,b) € R and
(b,c) € R implies that (a,c) € R. That is,

R transitive < (a,b) € RA (b,c) € R= (a,c) € R

Maintaining its perfect record of not having any of the properties we care about, our first
relation B is also not transitive. This is because (Ann,Bob)e B and (Bob,Carrie)€ B, but
(Ann,Carrie)¢ B. There are two other triples that violate transitivity: Bob-Carrie-Edgar,
and Carrie-Edgar-David.

Again since it is defined as an implication the “shape” of a proof of transitivity will
generally be:

Let (a,b) € R and (b,c) € R
...do math...do math...
Therefore (a,c) € R
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So, D is transitive.

proof: Let (n,m) € D and (m,p) € D.

» —keZandl=1eZ definition of D
m p
=n=mkand m=Ip algebra
=n = (Ip)k substitution
n
= —=IlkeZ algebra
p
Therefore (n,p) € D definition of D

Example 1.4.11: For each relation in Example 1.4.11, prove it is transitive
or show it is not.
1. T on Z defined by
T={(n,m)€ZxZ|n—m=10}
Not transitive. (20,10) € T and (10,0) € T, but (20,0) ¢ T
2. H on R defined by
H={(z,y) eRxR|zy=1}
Not transitive. (2,3) € H and (3,2) € H, but (2,2) ¢ H.
3. M on Z defined by
M ={(n,m) € Z xZ | n—m = 3k for some k € Z}
Transitive.
proof: Let (n,m) € M and (m,p) € M.
=n—m =3k and m —p =3l for k,l € Z definition of M

=n=m-+3kand m =p+ 3l algebra
=n=(p+3l)+3k substitution
=n—p=3(+k) algebra
Therefore (n,p) € M definition of M

(noting that | + k € Z)
.

Notice by the way that we wrote n —m = 3k, but m — p = 3l. Why not m — p = 3k?
Well, to be in M, n —m has to be 3 times some integer which we’ve named k. m — p
is also in M, so it is also 3 times some integer, but that integer is generally different
from k. So we give this other integer a different name, [.
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4. P on R defined by
P={(z,y) e RxR |2y >0}
Transitive.

proof: Let (z,y) € P and (y, 2) € P.

= zy > 0 and yz > 0 definition of P

= (xy) - (yz) >0 property of real numbers
= xy%2 > 0 algebra
=a22>0 divide by 2, (note y* > 0)
Therefore (z,z) € P definition of P

Ll

In the key step we divide by y?. This leaves the inequality unchanged since y? > 0.
(We know y # 0 since zy > 0.)

5. C' on R? defined by

C: {((x7y)7(zvt)) € Rz X R2 ‘ .],’2—|—y2 :Z2+t2}

Transitive.

proof: Let ((z,y),(2,t)) € C and ((z,1), (u,v)) € C

22+ y? =22+ 12 definition of C'

22412 = u? +0? definition of C'

= 22 + y? = u? + v? substitution

Therefore ((z,y), (u,v)) € C definition of C'
.

1.4.3 Problems

Problem 1.4.12:
Define a relation R on S = {Ann, Bob, Carrie, David, Edgar} by the table:

Ann  Bob Carrie David Edgar
Ann X X
Bob X X
Carrie | x X X
David X X
Edgar X X

Determine if R is reflexive, symmetric, antisymmetric, or transitive. You need
not prove it if the property holds, but give a specific counterexample if the
property does not hold.
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Problem 1.4.13: Determine a relation on S = {Ann, Bob, Carrie, David,
Edgar} with at least ten pairs that has the properties given below. Present
your relation in a table.

(a) Antisymmetric and reflexive, but not transitive.

)
(b) Transitive, but neither reflexive not symmetric.
(c) Reflexive, symmetric, and transitive.

)

(d) Reflexive, antisymmetric, and transitive.

Problem 1.4.14: Determine if the relation is reflexive, symmetric, antisym-
metric, or transitive. If R has the property, prove it. If R does not have the
property, give a specific counterexample.

(a) Let R be a relation on R? defined by

R={((z,y),(2,1) ER*xR?* |z —z =y — t}

(b) Let A by any set. Let R be a relation on 24 defined by

R={(B,0)e2*x2* | BNC = ¢}
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1.5 Equivalence Relations
Notation

~ | Equivalent (with respect to some equivalence relation)

[z] | the equivalence class containing x

A | the set of equivalence classes on a set A

One of the most important things we do in mathematics is classifying two apparently
different mathematical objects as being essentially “the same.” By that we mean they differ
only in characteristics that we don’t care about.

For instance, in a geometry class we’ll say that two triangles are “the same” when they
are congruent. This means that they have the same side lengths and angles. Of course that
does not mean they are truly identical. We can take a triangle and turn it upside down or
move it across the page or color it red. The new triangle is still congruent to the first triangle
because in a geometry class we don’t care about things like the orientation of the triangle,
its position, or its color. In other contexts we might care about these characteristics, and
then we would need a different understanding of what “the same” means.

In a trigonometry class we will often think of two angles as being essentially “the same”
if they differ by a multiple of 360°. For instance 90° and 450° are not the same angle. We’d
never say they are equal. (Technically we say these angles are coterminal.) But they do
correspond to the same direction in the plane, and all the trig functions have the same value
for either one. So with respect to those applications at least, coterminal angles really are
the same.

Formally the way we do this is to define some big set (the set of all triangles or the set
of all angles, for example) and define as “related” the elements that we want to say are “the
same”. A binary relation of this type is called an equivalence relation, and to make sense it
has to have three of the properties defined in the last section.

Definition 1.5.1: A binary relation R on a set A is called an equivalence
relation if and only if it is:

1. Reflexive
2. Symmetric
3. Transitive

If (a,b) € R we say that “a is equivalent to b with respect to R.”
Usually R is understood from the context so we can just write this as “a ~ b.”

46



For some elements a, b, c € A, these properties can be interpreted as:
1. a is the same as a. That is, a ~ a.

2. If a is the same as b then b is the same as a. That is,

a~b = b~a

3. If a is the same as b and b is the same as ¢ then a is the same as c¢. That is,

a~b ANb~c=a~c

I hope that all three of these properties seem to you necessary for any reasonable con-
ception of “the same.”

1.5.1 Examples of Equivalence Relations

Before getting into more technical examples let’s consider the following binary relation de-
fined on the set of humans. Let’s say that human a is “related” to human b if they have the
same parents. Is this an equivalence relation? Well...

1. Does a have the same parents as a? Sure.

2. If a has the same parents as b, does b have the same parents as a? Sure. a and b are
siblings.

3. If a has the same parents as b and b has the same parents as ¢, does a have the same
parents as ¢? Again, sure. a,b and ¢ are all brothers and/or sisters.

So this 7s an equivalence relation. Now let’s say we changed it to “a is related to b if they
have a parent in common.” Is this still an equivalence relation? The answer is no...why
not? Which property fails?

It turns out this relation—it’s still very much a relation—is no longer transitive. For
instance, Andy might have the same mother as Brian, while Brian has the same father as
Caleb. Andy and Brian are related, Brian and Caleb are also related, but Andy and Caleb
might well have no parent in common. Brian is a half brother to both Andy and Caleb, but
Andy and Caleb would not be related at all.

Example 1.5.2: Let’s return to our set of five students from the previous
section, S = {Ann, Bob, Carrie, David, Edgar}, and define another relation
E between them using a table.

Ann Bob Carrie David Edgar
Ann X X
Bob X X X
Carrie | x X
David X X X
Edgar X X X
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Is F an equivalence relation?
1. The diagonal entrees ( (Ann,Ann), (Bob,Bob)...) are all in the relation, so it is reflezive.

2. All the off-diagonal entrees are in symmetric pairs (Ann,Carrie)/(Carrie,Ann),
(Bob,David)/(David,Bob), etc. Therefore E is symmetric.

3. It’s harder to see the transitive triples. There are none with Ann and Carrie. There are
several with Bob, David, and Edgar, but they are all there. For instance (Bob,David)
and (David,Edgar) are in E. Transitivity requires (Bob,Edgar) to be in ... and it is.
After checking all the triples we conclude that F is transitive.

Therefore F is an equivalence relation.

Looking back to Example 1.4.11 in the previous section, we see there are two more
relations that satisfy Definition 1.5.1.

Example 1.5.3: From Example 1.4.11(3), M on Z defined by
M ={(n,m) € ZXZ | n—m =3k for some k € Z}

We proved that M is reflexive, symmetric, and transitive. Hence M is an
equivalence relation. According to M, for instance, 7 ~ 1 and 5 ~ 17.

This might seem at first a strange and arbitrary conception of “the same.” It
turns out to be very important. Another way to look as this is two integers are
“the same” if they have the same remainder when divided by 3. Later we’ll
talk about how two numbers are congruent modulo 3.

Example 1.5.4: From Example 1.4.11(5), C' on R? defined by
= {((:l?,y), (Z>t)) € R? x R? | z? —|—y2 = 22 _|_t2}

We proved that C' is reflexive, symmetric, and transitive. Hence C' is an
equivalence relation. According to C, for instance, (3,4) ~ (0,—5) and
(_17 \/g) ~ (\/57 \/E)

This conception of “the same” can be interpreted pretty easily as “two points
in the plane are the same (with respect to C) if they are the same distance
from the origin.” This is clear once you remember that the distance from a

point (z,y) to the origin is \/x? + y2.
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1.5.2 Equivalence Classes

When we have an equivalence relation several elements of the set are somehow “the same”
and should be treated as one thing. A collection of elements all equivalent to one another is
called an equivalence class.

Definition 1.5.5: Given an equivalence relation on a set A, the equivalence
class of a € A, “[a]” is the set of elements which are equivalent to a. That is,

a] ={r € A|xz~a}

Example 1.5.6: For each element and equivalence relation write down the
equivalence class.

1. Bob € S with respect to F.
2. 5 € 7Z with respect to M.

3. (3,4) € R? with respect to C.

1. Bob € S with respect to F.
[Bob] = {Bob, David, Edgar}
It’s easy to see this. Just look at what ‘x’s there are in Bob’s row in the table.

2. 5 € Z with respect to M.

What does it mean for x ~ 57 Well it means that © —5 = 3k for some integer k. Thus
x is of the form x =5+ 3k. For k =0, =5. For k=1, = 8. For k = -1, = 2,
etc. You get a different x for each different value of k. Therefore [5] has an infinite
number of elements in it.

5] ={...—4,-1,2,5,811...}
3. (3,4) € R? with respect to C.
If (z,y) ~ (3,4) then 22 + y? = 32 + 4> = 25. Thus,
(3. 4)] = {(z,y) e R? | 2" +y* = 25}

The points in the plane which satisfy this equation are those on the circle of radius 5,
centered at the origin.

Now that we know what an individual equivalence class is, we need to define the set of
all equivalence classes for some equivalence relation.
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Definition 1.5.7: Given an equivalence relation 2 on some set A, the set of
all equivalence class is called A modulo R, “A”

A={Be?2"| Bis an equivalence class}

Since equivalence classes are sets, A is a set of sets.

Example 1.5.8: Write down the set of all equivalence classes for each equiv-
alence relation.

1. Eon S.
S = { {Ann, Carrie}, {Bob, Dave, Edgar} }

According to F there are two equivalence classes in S. In this case it looks like they
are “the girls” and “the boys.”

2. M on Z.

We saw in Example 1.5.6 that the equivalence class of 5 is an infinite set consisting
of all the integers of the form 5 + 3k where k is any integer. What are the other
equivalence classes? If we take any other number in [5] we’ll just get the same set back
again. (You can check that, for instance 2 + 3k produces that same set of numbers. If
we take another number, say 0, we find

0)={n€Z|n=0+3k keZ}={..—6-30,369..}

which is different set. This is another equivalence class. Now if we find a number that
isn’t already in [5] or [0], say 1, we find

M={ne€Z|n=1+3k keZ}={ .. —5-21,4,7,10..}

All the numbers in Z belong to one of these three sets. So, even though there are an
infinite number of numbers in Z there are only three equivalence classes.

Z=1{{.-4,-1,2528,11...},{...—6,-3,0,3,6,9...},{...—5,-2,1,4,7,10.. .} }

3. C on R2.

We saw in Example 1.5.6 that the equivalence class of (3,4) was just all the points on
the circle that are the same distance from the origin as (3,4). The reasoning is the
same for an arbitrary point (a,b) € R% If we let r = va? + b? then

(a,b)] = {(z,y) €R* | 2* +y* =17}

The set of all equivalence classes, then, is just the set of all circles with center at the
origin, together with a one point equivalence class, {(0,0)}.
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Notice that each element appears in ezactly one equivalence class. Each student is in S
is either in the “boy” equivalence class or the “girl” equivalence class, and no student is in
both. Each integer in Z is in [5], [0], or [1], and no number is in two of them. Each point
in R? is on one and only one circle centered at the origin, except the origin—which has its
own one-point equivalence class.

When some large set is decomposed into a set of subsets, this set of subsets is called a

partition of the set.

Definition 1.5.9: A partition of a set A, is a set of subsets of A, { By, By, ...},
so that

1. The union of all the subsets gives you the big set. That is,

2. There are no points in more than one of the subsets. That is,
We say the sets are disjoint.

It is a fact that any equivalence relation on a set A, the set of equivalence classes form a
partition of A. We’ll state this as a theorem, but omit the proof. (The proof actually isn’t
very hard. It just uses the three properties of equivalence relations.)

Theorem 1.5.10: For any equivalence relation R on A,
A forms a partition of A.

1.5.3 Problems
Problem 1.5.11: Let Mj5 be the relation on Z defined by

M5 = {(n,m) € Z | n — m = 5k for some k € Z}
(a) Prove Mj5 is an equivalence relation.

(b) Write down the set of equivalence classes, M.

Problem 1.5.12: Define an equivalence relation on S by

Ann  Bob Carrie David Edgar
Ann X X
Bob X X
Carrie X
David X X
Edgar | x X

What are the equivalence classes?
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Problem 1.5.13: Given the Z = {1,2, 3,4}, let R be an equivalence relation
on 2% defined by

A~ B & A and B have the same number of elements

(a) List all the elements of [{2,3}]

(b) List one element from each equivalence class.

Problem 1.5.14: Define an equivalence relation V on R? by

(x,y) ~ (z,t) < x=az,y=at for some a € R,a >0
So for instance, (2,3) ~ (10,15) since 2 =1 -10 and 3 = £ - 15. Here a = 1.
(a) Prove V is an equivalence relation.

(b) Describe in words and sketch in R? the equivalence class [(2, 3)].

(¢) Describe in words and sketches R (the set of all equivalence classes of V).
Don’t forget the one equivalence class that doesn’t look like any of the
others.
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1.6 Partial Orders
Notation

< | less than or equal to (as real numbers)

= | less than or equal to (with respect to some partial ordering)

£ | not less than or equal to (with respect to some partial ordering)

Now we want to talk about “ordering” a set. That is we want to define in a consistent
way the idea of one element in a set being “smaller” or “bigger” than another element.
Again this is a type of binary relation. To be a partial order this relation must satisfy three
properties.

Definition 1.6.1: A relation R on a set A is a partial order if and only if R
is

1. Reflexive
2. Antisymmetric
3. Transitive
If (a,b) € R, we write a = b.
We should read “a < b” as a is less than or equal to b in some sense. a and b may not be
numbers. Even if they are numbers, a partial order might be completely different from the

natural ordering you get from numbers. With this in mind let’s look again at the properties
that a partial order must satisfy.

1. a is less than or equal to a.

a=a

2. The only way a can be less than or equal to b and b less than or equal to a is if a = b.

a<bANbLa=a=0b

3. If a is less than or equal to b and b is less than or equal to ¢ then it should be that a
is less than or equal to c.

a<bANbLc=a<c

Again I hope you agree with me that these are all necessary for a reasonable conception
of order.
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1.6.1 Examples of Partial Orders

We have already seen two partial orders in Section 1.4, D and O.

Example 1.6.2: Recall that the relation D is defined as
D:{mmweNxN|%eN}

We proved before that D is reflexive, antisymmetric, and transitive, so it is a
partial order. According to this partial order, 2 < 6 (since g =3 € N) and
3 % 6 (since $ =2 € N), so you might think this order is not different from
the natural order on N. This is false, though, because 2 £ 3. Neither, more
reassuringly, is 3 £ 2. According to D, 2 and 3 are incomparable.

Definition 1.6.3: If R is a partial order on A, we say a,b € A are incompa-
rable if a is not less than or equal to b and b is not less than or equal to a.
That is,

a,b e A incomparable < a£b AN b4a

You may have been wondering what the “partial” in partial ordering was about. It refers
to the idea that you may not be able to impose a meaningful conception of order on every
single pair of elements. Thus you have only “partially” ordered the set. Now if there are no
incomparable elements we say the set is totally ordered.

Definition 1.6.4: A partial order R on A is called a total order if and only
if for every a,b € A, a < b or b < a. That is,

R total order < Va,be A,a=<b V b=<a

Example 1.6.5: Recall that the relation O on R is defined as
O={(z,y) eRxR |z <y}

We proved earlier that O is antisymmetric. It is easy to see that it is reflexive
(Vz € R,z < ) and transitive (zr < y and y < z = x < z). Thus O is a
partial order. In fact for every pair of real numbers, x,y either z < y or y < z.
Hence O is a total order.

Let’s return again to our set of students, S. This time we’ll relate them to each other
according to their math ability. (Uh-oh!)
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Example 1.6.6: Define a binary relation, GG as follows. Say Ann is better at
math than Carrie, David, and Edgar, but not as good as Bob (who is better
than everybody). Carrie is better than David, and we’ll make the obvious
statement that everyone is as good at math as themselves. Write this relation
in a table, and determine if it is a partial order (or a total order).

Ann Bob Carrie David Edgar
Ann X X
Bob X
Carrie | x X X
David | x X X X
Edgar | x X X

The diagonal is there so it’s reflexive. There are no symmetric pairs (the only pair above
the diagonal is (Ann,Bob), but (Bob,Ann) is not in the relation), so it is antisymmetric.
There are several transitive triples, but they all work (e.g. David<Carrie and Carrie<Ann
and, fortunately, David<Ann), so it is transitive. Thus this is a partial order.

It is not a total order because Carrie and Edgar are incomparable... as are David and
Edgar.

Example 1.6.7: Let A = {a,b,c}, and consider the power set, (see defini-
tion 1.3.11)

2% = {¢,{a}, {b}. {c} . {a. b} {a.c}, {b,c}, {a,b, c}}
Define a relation on 24 by
I={(B,C)e2*x2* | BCC}
1. Prove I is a partial order on 24.

2. Show I is not a total order on 24.

1. proof:

(a) For any B € 24, B C B, so (B, B) € I. Therefore [ is reflexive.

(b) Let B C C and C' C B. Then, by the definition of set equality (definition 1.3.5)
B = C'. Hence [ is antisymmetric.

(c) Let BC C and C C D. By problem 1.3.30, B C D. Thus [ is transitive.
As [ is reflexive, antisymmetric, and transitive, [ is a partial order. [J

2. {a,b} ¢ {a,c} and {a,c} € {a,b}. Thus {a,b} and {a,c} are incomparable with
respect to I. Therefore I is not a total order.
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1.6.2 Hasse Diagrams

One way to represent a partial order graphically is with a Hasse diagram.

Definition 1.6.8: Given a partial order R on a set A, a Hasse diagram is a
set of partially connected dots, where each dot represents an element in the
set. One element b will appear higher than another a if a < b. There will be
a line connecting a and b if and only if there is no element ¢ such that a < ¢
and ¢ = b. That is, there is a line connecting a and b only if there is no ¢
between them.

Example 1.6.9: Draw a Hasse diagram for the partial order G in Exam-

ple 1.6.6.

Bob
Notice that we don’t need to draw a line
Ann from Bob to Carrie or David because Ann is
between them. Similarly for Ann and David,
Carrie Edgar Carrie is between them. We could have drawn
Edgar lower if we’d wanted to...we don’t
David know what his math ability is compared to

Carrie or David.

Example 1.6.10: Draw a Hasse diagram for the partial order I in Exam-
ple 1.6.7.

{a,b,c}

Again there is no need to draw a line from
{a,b,c} to {a} since {a, b} is between them.

{a, b} {a} C {a,b} C {a,b,c}

{a}
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1.6.3 Problems

Problem 1.6.11: Define a partial order on S by

Ann Bob Carrie David Edgar
Ann X X X
Bob X X
Carrie X
David X X
Edgar X X X

Draw the Hasse diagram for this partial order.

Problem 1.6.12: Present in a table the partial order described by the Hasse
diagram.
David

Ann Carrie

Bob
Edgar

Problem 1.6.13: Let R be the partial order on N defined by
n=<m < m =2 for some k € Z,k >0}
(a) Prove R is a partial order.

(b) Draw the Hasse diagram for the elements {1, 2, ...12} using this partial
order.

Problem 1.6.14: Let R be the partial order on R? defined by
(x,y) X (zt) © z<zandao+y<z+t

(a) Prove R is a partial order.

(b) Is R a total order? How do you know?
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1.7 Functions

Notation
3! | There exists a unique
F: X — Y | function F from set X to set Y

Domain(F") | domain of the function F

Range(F’) | range of the function F’

Most students who end up in a class like this one are already very familiar with the idea
of a function. Not being content to leave well enough alone, though, we’re going to define
and work with functions in the context of what we've already learned about statements, sets,
and relations.

First let’s expand our definition of a binary relation. Before we defined it intuitively as
something that establishes a “relationship” between some of the points of a single set A.
Now we want to define it as something which establishes a relationship between points in
two different sets X and Y. The new definition will be the same as the old definition if we
let X =Y.

Definition 1.7.1: A binary relation F' from a set X to a set Y is just a subset
of the Cartesian product of X and Y. That is,

FCXxY

Example 1.7.2: Let’s define a binary relation from a set of sports teams to
a set of colors.

Team = {Lakers, Ducks, Trojans, Cardinal, Dodgers, Owls}

Color = {Purple, Gold, Green, Blue, Red }

Each team has one or two traditional colors so we can define a relation. Each
element in the relation will be an ordered pair with the first coordinate a
team and the second a color. For instance, the LA Lakers’ traditional colors
are purple and gold. Thus two elements of the relation (let’s call it TC) are
(Lakers, Purple) and (Lakers, Gold). All together a reasonable definition of
TC might be:

TC ={ (Lakers, Purple), (Lakers, Gold), (Ducks, Green), (Ducks, Gold),
(Trojans, Gold), (Trojans, Red), (Cardinal, Red), (Dodgers, Blue),
(Owls, Blue), (Owls, Gold) }
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We can express this relation in a table as we did in previous sections.

Purple Gold Green Blue Red
Lakers X X
Ducks X X
Trojans X X
Cardinal X
Dodgers X
Owls X X

Sometimes for these types of relations, though, we’ll put the first coordinates (teams)
across the bottom and the second coordinate (colors) on the left.

Purple X
Gold X X X X
Green X
Blue X X
Red X X
Lakers Ducks Trojans Cardinal Dodgers Owls

As with the binary relations we defined earlier on a set, these binary relations need more
structure to be really useful.

Definition 1.7.3: A binary relation F' from X to Y is called a function if
and only if for every x € X there is a unique y € Y so that (z,y) € F. That
is,

F function & Ve X, yeY,> (x,y) € F
This is written:

F:X—=Y

The set X is called the domain of the function F', written Domain(F"). The
set Y is called the Codomain of F'.
A pair (z,y) € F is more often written F'(x) = y.

The key point in this definition is the word unique. That means there is exactly one y
for any given x. (The ‘I’ after 3 means “unique.”) The relation defined in Example 1.7.2 is
not a function since there are two colors (Purple and Gold) for one team (Lakers). That is,
two y’s for one .

Example 1.7.4: Let’s define a new relation from the set “Team” above to
the set “Number = {0, 1,2,3}.”

TN ={ (Lakers,2), (Trojans,2), (Ducks,?2), (Dodgers,1), (Cardinal, 1),
(Owls, 2) }

Is this relation a function?
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Yes. You might have been fooled by the fact that there are four different teams for
the number ‘2’. That means that there is not a unique z for each y...but that is not the
condition required for a relation to be a function. What is required is that there be a single
y for each x. That is, a single number for each team. If we present the relation in a table,
then this requirement corresponds to the requirement that there be exactly one entry in each
column.

X X

O = NN W
s
"
"
»

Lakers Ducks Trojans Cardinal Dodgers Owls

For this relation this is clearly the case, so it is a function. For the earlier relation it is
clearly not, so it is not a function.

You might also have noticed that there are elements in “Numbers” which correspond to
no element in “Teams.” No team has 3 colors, for instance. That does not stand in the
way of this relation being a function (as opposed if there were a team with no number—not
even zero—then it would not be a function). The set of elements in the second set which do
appear in at least one pair in the function is called the range.

Definition 1.7.5: Given a function F' : X — Y, the range of F' is the set
Range(F) C Y which consists of elements y for which there is an element
x € X satisfying (z,y) € F. That is,

Range(F)={yeY |Ir e X > (z,y) € F}

In other words, the range, R, is the set of elements in Y which are “hit” by some element
r e X.

For the function above in Example 1.7.4, the range is {1, 2}.

Example 1.7.6: For the relations given below, determine if they are func-
tions. If so, give the range. For these exercises let A be the set of letters in
the alphabet.

f={(a,z) € Ax{0,1} | ais a vowel and x = 0, or «is a consonant and z = 1}

F={tt)eRxR|teR}
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F={#t)eRxR|tcR}

F:{(x,%)ERXR|xER}

G={tt)eRxR|teR}

H ={(B,n) € 2* x Z | n = # of letters in B}

f={(a,x) € Ax{0,1} |  is a vowel,z = 0, or « is a consonant, x = 1}

It depends on what you do with the letter ‘y’. If ‘y’ is both a consonant and a vowel,
then (y,0) € fand (y,1) € f. In that case f would not be a function. For the purposes
of this class, however, let’s define ‘y’ as a consonant. Then f is a function, and

Range(f) = {0,1}.

F={tt)eRxR|teR}

Not a function. t =2 = (4,8) € F,and t = —2 = (4,—8) € F. Thus, F has two y
values (8 and -8) for a single = value (4).

F={#t)eRxR|tcR}

Not a function. ...at least not a function F' : R — R. That’s because there are no
pairs for the negative z’s. If we restrict the domain to [0, 00) then F' will be a function.
That is,

F={{#1)€0,00) xR |tecR}

15 a function.

F:{(x,E)ERXR|xER}
T

Not a function. Again, F' is not defined for every x € R. In particular, there is no pair
of the form (0,7). If we restrict the domain to R\ {0}, then F' is a function.
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G={t1)eRxR|tcR}

Function. Here if 2 = t3 then for a given z there is only one ¢, t = /z. Thus there’s
only one possible y, y = v/22. For any possible x, y > 0 = Range(G) = [0, 00).

H ={(B,n) € 2* xZ | n = # of letters in B}

Function. The domain of this function is a little strange, but any B € 24 is a subset of
A. Therefore it has some single, finite number of letters in it, e.g. H ({7, m,n,w}) = 4.
Since there are only 26 letters, Range(H) = {0, 1, 2, 3, ... 25, 26}.

1.7.1 Bijections

Obviously functions are incredibly important and useful binary relations. Nevertheless some-
times we want to impose yet more structure on them. There are two more properties that
we’ll find useful.

Definition 1.7.7: A function F': X — Y is onto if and only if Range(F) =Y.
That is,

Fonto & VyeY, dze Xo>F(x)=y
In other words F' is onto if every y € Y is hit by some x € X.

Definition 1.7.8: A function F' : X — Y is one-to-one if and only if for any
y € Range(F") there is only one z € X so that y = F(x). That is,

F one to one < Vy € Range(F), Iz € X > F(x) =y

In other words F' is one-to-one if every y € Range(F') is hit by no more than one x € X.

Another way to say F'is one-to-one is with the implication: F(x1) = F(x2) = 1 = xs.
You can read this as “If F' is taking two points x; and x5 to the same y, then x; and xs
must be the same point.” We will use this implication whenever we are trying to prove a
function is one-to-one.

Example 1.7.9: Let F' : Z — Z, defined by
F={n2n+1)€ZxZ|neZl}

More commonly this definition will be written: F'(n) =2n+1, n € Z.
Is F' onto? Is F' one-to-one?
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F' is not onto. To show this, set F' equal to some element in Z and show that there is no
n € Z which gives you that element. That is,

F(n)= 2
2n+1= 2
=n= 1¢7Z

Thus the only n which produces F'(n) = 2 is not in the domain of F'. Hence 2 ¢ Range(F)
and so F' is not onto. In fact, if you think about it for a second, Range(F') is just the set of
odd integers.

F' is one-to-one. This requires a proof. As with all the other proofs we've done in this
class, the “shape” of a one-to-one proof is always the same.
Let F(Il) = F(SL’Q)
...do math...do math. ..
Therefore 1 = x5

So, proof that F' is one-to-one:

Let F(ny) = F(ns)

= 2n; +1=2ny+ 1 Definition of F
= 2n; = 2ny Algebra
Therefore n; = no Algebra

Hence F' is one-to-one. [

Example 1.7.10: Let F' : R — R defined by F(z) = 2z + 1. So this looks
like the same function as Example 1.7.9 above, except for the fact that the
domain of F' is now defined to be R rather than Z.

Is F' now onto? Is F' still one-to-one?

F' is now onto. The “shape” of an onto proof is spiritually just “Pick a y. Find the x
that hits the y. Done.”

Somewhat more formally,

Let F(z) =y €Codomain of F’
...do math...do math...
Therefore x € Domain of F

Proof that F' is onto:

Let F(z) =y €R
= 2r+1=y Definition of F

= g=%1 Algebra

Therefore x € R Properties of R
Hence F' is onto. [
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F' is still one-to-one. The proof is exactly the same as the proof given in Example 1.7.9
above. That proof only used definitions and algebra properties that hold for both Z and R.

Why doesn’t the proof we just gave for the onto-ness of F' work for the onto-ness of
Example 1.7.97 It is a property of a real number that you may divide it by two and get
another real number. That is not true for integers!

So we’ve just shown that, as a function on the real numbers, F'(x) = 2z + 1 is both onto
and one-to-one. Such functions are called bijections.

Definition 1.7.11: A function F' which is onto is also said to be a surjection.
A function F' which is one-to-one is also said to be an injection. If F'is both
a surjection and an injection then we say F' is a bijection.

Example 1.7.12: Let g: A — {1, 2,...25, 26} where A is the set of letters
in the alphabet. Define g by g(a)) = place of the letter «v in the alphabet. For
example g(a) =1 and g(j) = 10.

Is g a bijection?

Clearly g is onto since there are 26 letters so each integer from 1 to 26 corresponds to a
letter.

Similarly g is one-to-one since if g(a) = g(5) = n, then both o = 8 = the n-th letter in
the alphabet. For instance, if g(a) = g(8) = 3 then we know a = 3 = the letter ‘¢’

Since ¢ is both onto (surjective) and one-to-one (injective) it is a bijection.

Example 1.7.13: Let M : Z x Z — 7Z defined by M(m,n) = mn. So the
domain of M is pairs of integers. The action of M is just multiplication. For
example, M(4,3) = 12.

Is M onto? Is M one-to-one?

M s onto.
proof: Let p € Z. Then (p,1) € Z x Z and M(p,1) = p. Hence M is onto. 0.

M is not one-to-one. M(4,3) = 12 and M(6,2) = 12. So, M(4,3) = M(6,2) yet
(4,3) # (6,2). Thus M is not one-to-one. (This is the negation of the implication:
“If M(my,n1) = M(msg,ns) then (mq,nq) = (mg,ny).”)

Since M is not one-to-one it is not a bijection.

Example 1.7.14: Let L :7Z x Z — 7 defined by L(m,n) = 9m + 12n.
So for example, L(2,3) = 18 + 36 = 54.
Is L onto? Is L one-to-one?
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L is not onto. Let p € Z and L(n,m) = p. Then,

Im+ 12n =
3(3m +4n) =
3m+4n =

w3

3m + 4n € 7Z for any integers m and n, but £ ¢ Z unless p is a multiple of 3. So we know L
only produces integers which are multiples of three. For instance there are no integers m,n
so that L(m,n) = 7. Thus L is not onto.

L is not one-to-one. Again just notice that:
L(—-1,2) =3 = L(3,—2), yet (—1,2) # (3,—2). Hence L is not one-to-one.

Example 1.7.15: Define f : Z — Z by
f(z) = 2* + 14z — 51
Is f onto? Is f one-to-one?
Hopefully you recall that if the graph of f would be a parabola—if its domain were R.

It’s actually Z, but we would still not expect f to be either onto or one-to-one. But that
observation is not a proof.

f is not onto. Let f(x) =y € Z.
22+ 14z — 51 =y definition of f

= 2?2+ 142z — 51 —y =0 algebra

—1444/142—4(—51—
o= ( Y)

2

quadratic formula

—144,/100F4y e
= g = RV simplification

If y < —100 then x ¢ Z  since y < —100 = /400 + 4y is complex
Thus f is not onto. In fact Range(f) = [—100, co).

f is not one-to-one. Let f(x1) = f(x2).
23 + 147y — 51 = 23 + 14xy — 51 definition of f

= 22 — 22 + 14x; — 1425 =0 algebra
= (21 — x2) (21 + x2) + 14(x; — 29) = 0 algebra

= (11 —22)(z1+22+14) =0 factor out (z1 — x3)

So if (1 — x2) = 0 then 21 = x5 and f would be one-to-one. Unfortunately it’s also
possible for z1 + x5+ 14 = 0. So if x; = —8 and x5 = —6 we see that f(—8) = —99 = f(—6).
Since —8 # —6 f is not one-to-one.
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Note, by the way, that if we restrict the domain to (—7,00) then zy,xo > —7 and
r1+ 29+ 14 > 0. Then 21 — x5 = 0 and f is one-to-one.

Both of these statements were examples of how trying to prove something is true can
show you how it is actually false.

1.7.2 Cardinality

What do we mean when we say that two sets are the “same size”? Well, if they are finite sets
that’s easy—they are the same size if they have the same number of elements. If the sets are
infinite, however, it’s a much harder question to answer. You might think that all infinite
sets are the same size, “infinitely big.” We’ll see, though, that there really are different sizes
of infinity. The idea that captures the “size” of a set is its cardinality.

Definition 1.7.16: Two sets A and B have the same cardinality, written
|A| = | B|, if there is a bijection f from A to B. That is,

|A| =|B| & 3f: A— B, f bijection
First let’s think of this definition in terms of finite sets.

Example 1.7.17: Show that the set A = {a,b, ¢, d, e} has the same cardinal-
ity as the set B ={0,2,4,6,8}. That is

{a,b,c,d,e}| =1{0,2,4,6,8}

We need a bijection, f : {a,b,c,d, e} — {0,2,4,6,8}. There are many choices, but one
possibility is:

f= {(aa4)> (b>8)a (Ca0)7 (da6)> (672)}

Intuitively this makes all kinds of sense. The two sets clearly have five elements, so they
have the same size. It’s worth considering why

{a,b,c,d,e}| #{0,2,4,6,8,10}|

Intuitively, there are five elements in the first set and six in the second, so they have different
cardinality. But how does that jive with our definition of cardinality”? Consider a function
g:{a,bc,d e} —{0,2,4,6,8 10}. Could g be a bijection? No. Since g is a function there
is only one element from the codomain for each element in the domain. Therefore only five
things are “hit” by g. There are six things in the codomain, so g will inevitably miss one of
them. Hence g cannot be onto.

Similarly, there cannot be a bijection the other way h : {0,2,4,6,8,10} — {a,b,c,d, e}.
The first five elements in {0,2,4,6,8,10} could go to different letters, but the sixth would
have to hit one of the letters already hit by a previous number. Therefore h could not be
one-to-one.

It’s pretty easy to see that finite sets have the same cardinality if and only if they have
the same number of elements. The beauty of this definition of cardinality is that you can
get a handle on the size of infinite sets. Then some strange things happen.
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Theorem 1.7.18: The cardinality of the integers is the same as the cardinal-
ity of the even integers. That is,

|Z] = [{2n | n € Z}]

proof: We need a bijection f : Z — {2n | n € Z}. It’s easy enough to find one. Let
f(m) =2m.

To show f is onto let y € {2n | n € Z}. By definition y = 2n for some integer n. Then
f(n) =2n =y. Hence f is onto.

To show f is one-to-one let f(n;) = f(n2). Then 2n; = 2ny = mn; = ny. Hence f is
one-to-one.

Thus f is a bijection, and the two sets have the same cardinality. (.

So this result is a little weird because the even integers are a strict subset of the integers.
You would think that would mean there were “fewer” even integers. Yet, paradoxically, the
two sets are the same “size”—at least in the sense of their cardinality. The following example
is similar. Despite the fact that the natural numbers N are a strict subset of the integers Z,
we'll see they have the same cardinality.

Example 1.7.19: Show |N| = |Z]

We need a bijection f : N — Z. Again there are many choices. Constructing one just
requires a little ingenuity:.
5 if nis even
f(n) =

—”T_l if n is odd

Plugging in some numbers we see that f(2) = 1, f(4) =2, f(6) = 3.... Thus the even
naturals are sent to the positive integers. Simlarly, f(1) =0, f(3) = =1, f(5) = —=2....
Thus the odd naturals are sent to the negative integers (and zero).

So much for the intuition, but now we need a formal proof. First that f is onto.

proof: Let f(n) =m € Z.

The proof now has to proceed in cases (we saw an example of this way back in section 1.3).

Case 1: m >0
=45=m definition of f

Therefore n = 2m € N. algebra and recalling that m > 0 (and an integer).

Case 2: m <0
= _"T—l =m definition of f

Therefore n =1 —2m € N. algebra and recalling that m < 0 (and an integer).
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In either case n € N, so f is onto.

We also need to prove that f is one-to-one.
proof: Let f(ny) = f(n2) = m.

Again the proof proceeds in cases.
Case 1: m >0

=4 =2 definition of f

Therefore ny = ny.  algebra

Case 2: m <0
= —m-l — _m-l definition of f
=n; —1=ny—1 algebra
Therefore n; = ny. algebra
In either case n; = ng, so f is one-to-one.
Thus f is a bijection. [

Ok so far all our examples of infinite sets have proven to have the same cardinality. Such
sets are said to be countable.

Definition 1.7.20: A set A is countable or countably infinite if and only if
IN| = [A].

This definition is a little silly since we can’t actually count a set like the integers. It is,
after all, infinite. The idea, though, is that you could count them if you had an infinite time
to do so. Well, you might ask, isn’t that true of any set? The answer to that is, surprisingly,
‘no’. You cannot, for instance, count the real numbers.

Theorem 1.7.21: The real numbers are not countable. That is, |N| # |R|.

The proof is just a little beyond the scope of this course, but you can show that there
is no onto function g : N — R. In some really freaky-cool way there are just “more” real
numbers than there are natural numbers (or integers or any of the other countable sets).

Now you might not find this fact all that strange once you think about it. In some
sense the real numbers give you “solid” intervals while countable sets like the integers are
represented by a bunch of isolated points. But then along comes the following fact:

Theorem 1.7.22: The rational numbers are countable. That is, |N| = |Q|.
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Recall that the rational numbers Q is the set of all fractions. It is a fact that there are
infinitely many rational numbers in any interval you might choose, no matter how small.
There are infinitely many rational numbers in the interval (1,1.00000001) for instance. A
former student of mine described them as “infinitely dense” just like the real numbers. Yet
they are still countable. Freaky.

The formal proof is once again a little beyond the scope of this course, but the idea is
fairly straight-forward. First list 0. Then list all the rational numbers with a 1 or less in the
numerator and denominator. There are only two: 1, -1. Then list all the rational numbers
with a 2 or less in the numerator and denominator. If we omit % (which we’ve already listed)
there are four: +2, j:%. Proceeding this way you’ll construct an infinite list which would
have all possible rational numbers in it.

1 3 1 2 4
Q=40, £1, 2, =, £3, £=, £, =, +4, £- ...
2 2 3 3 3

Our bijection f: N — Q would have f(1) =0, f(2) =1, f(3) =—1, f(4) =2...f(11) =
3

While this argument is not a proof, I hope you can see how it is possible to construct a
bijection from N to Q in this way.
Back to stuff I might actually test you on!

Example 1.7.23: Show that the open interval (0, 1) has the same cardinality
as the set of positive real numbers. That is, |(0,1)] = |(0, c0)].

We need a bijection f: (0,1) — (0,00). One possibility might be

1
=1
fr) =
f is onto.
proof: Let f(z) =y € (0, 00).
% —1=y definition of f
=r = ﬁ algebra
ﬁ >0 since y > 0 (and using properties of real numbers)
yﬁ <1 since y + 1 > 1 (and using properties of real numbers)

Hence = € (0,1) applying the previous three statements
So f is onto.
f is one-to-one.
proof: Let f(x1) = f(z2).
L 1= é — 1 definition of f
= = == algebra
Hence x; = x5  algebra

So f is one-to-one. Hence f is a bijection. []
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1.7.3 Problems

Problem 1.7.24: Is the set {(t3 —¢,#?) € R? | t € R} a function? Explain
why or why not.

Problem 1.7.25: Often we will define a function in pieces.
Let S ={1,2,3,4,5} and consider the function f : S — Z defined below.

() :{ 2?2+ 1 if z even

2x — 5 if x odd

(a) Express f in a table.
(b) What is the range of f?

(c) Is f one-to-one?

Problem 1.7.26: Let X = {a,b} and Y = {1,2,3}.
(a) List all the possible onto functions f: X — Y and g: Y — X.

(b) List all the possible one-to-one functions f: X - Y andg:Y — X.

Problem 1.7.27: Prove that the function f : Z — R defined by
f(x) = 2* + Vb — 13

1S one-to-one.

Problem 1.7.28: Prove that the set of integers divisible by 3 has the same
cardinality as the even integers. That is,

{...—6, =3,0,3,6,9..}=1|{..—4 -2, 0,2 4, 6..}

1) is the same

Problem 1.7.29: Show that the cardinality of the interval (0,
)| =1(=1,2)].

as the cardinality of the interval (—1,2). That is prove: |(0,1
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Chapter 2

Number Theory

2.1 Divisibility
Notation

m|n  m divides evenly into n
mtn m does not divide evenly into n

2.1.1 Division Algorithm

One of the big differences between the integers and sets like the rational or real numbers
is that, while you may add, subtract, or multiply integers and get integers you cannot in
general divide integers and get other integers. The best you can do when you divide is get
a quotient and a remainder. The fact that you can do that, and precisely what you mean
by that, is included in a theorem called the Division Algorithm. It’s a bit of a misnomer
because it’s not really an algorithm. It doesn’t tell you how to calculate the quotient and the
remainder—just that they exist. (In this it’s like a lot of cool-but-frustrating mathematics.)

Theorem 2.1.1: (Division Algorithm) Let a,b € Z,b # 0. Then there exist
unique integers ¢ and r such that a = ¢b + r, where 0 < r < |b|.
q is called the quotient, and r the remainder.

Example 2.1.2: Find the ¢ and r and write a = ¢b + r, given the values a
and b below:

1. a=23,b=05.
2. a=37,b=11.
3. a=373723, b = 111.
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1. 23 = (4)5 + 3. Here ¢ = 4 is the quotient and r = 3 the remainder. Note that » > 0
and r < 5.

2.37=3)1144. ¢=3, r=4.

3. 373723 = (3366)111 + 97. ¢ = 3366, r = 97. Again note that r < 111.

Keep in mind the requirement that r be a nonnegative number. It does not matter if we
divide by a positive or a negative integer, we want the remainder to always be nonnegative!

Example 2.1.3: Find the quotient ¢ and remainder r as defined in the Divi-
sion Algorithm (in particular, note that the remainder r is always defined as
a positive number).

1. a=23,b=-5.

9. a=—37,b=11.

3. a=—112, b= —13.
4 a=—2097, b= 41.

1. 23=(—4)-(=5) + 3. Note r = 3 < | — 5] as required by the theorem.
9. —37=(—4) 1147

3. —112=9-(—13)+5

4. —2097 = (~52) - 41 + 35

So with the help of a hand calculator it is simple to implement the Division Algorithm.
It’s worth pointing out, though, that the Division Algorithm is a theorem rather than an
axiom that you assume is true. That is, it’s something that you would have to prove. We
won’t write down a formal proof, but the idea is this: For natural numbers ¢ and b # 0 let
S be the set:

S={a—-bkeN|keZ}

While S is an infinite set, S has a smallest element which is the remainder, . The value of
k that produces that r is the quotient q. By the way, the assumption that any set of natural
numbers has a smallest element is an axiom—called the Well-Ordering Principle.

Once you've proven the Division Algorithm for natural numbers it’s not difficult to gen-
eralize it to the integers.

While not particularly deep, the Division Algorithm is quite useful in proving facts that
are not quite so “obvious.”
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Example 2.1.4: Let a be any integer. Prove that there exists an integer &
such that a? = 5k, a®> = 5k + 1, or a? = 5k + 4.

Before getting into the proof, let’s convince ourselves that the statement is correct. Let
a = 4. Then a® = 16 = 5(3) + 1, so that works with k& = 3. Let a = 20. Then a? = 400 =
5(80), so that works too.

What’s ruled out? Well, apparently it’s not possible for a? = 5k + 2 or 5k + 3. That is,
if we list the numbers of the form 5k + 2 none of them will be perfect squares. Looking at
the first couple we see that’s so: 2, 7, 12, 17, 22.... Similarly there are no perfect squares
of the form 5k + 3 : 3, 8, 13, 18, 23.... Once you think about it for a while it’s kind of a
surprising result. On to the proof.

proof:
a = 5q+r where q,r € Z and 0 < r < 5. Division Algorithm
a® = 25¢ + 10gr + r? algebra
a? = 5(5¢* + 2qr) + r? algebra

Now we have five cases for the five possible values for r. Remember » = 0,1, 2,3, or 4.
Case 1: 7 = 0. Then a* = 5(5¢?). So a? = 5k where k = 5¢°.
Case 2: r = 1. Then a® = 5(5¢® + 2¢q) + 1. So a® = 5k + 1 where k = 5¢* + 2g4.
Case 3: r = 2. Then a® = 5(5¢® + 4q) + 4. So a® = 5k + 4 where k = 5¢* + 4q.
Case 4: r = 3. Then a® = 5(5¢* + 6q) + 9 = 5(5¢*> + 6q + 1) + 4.
So a? = 5k + 4 where k = 5¢* + 6¢ + 1.
Case 5: r = 4. Then a® = 5(5¢* + 8¢) + 16 = 5(5¢*> + 8¢ + 3) + 1.
So a? = 5k + 1 where k = 5¢* + 8¢ + 3.
So in all cases a®? = 5k, 5k + 1, or bk + 4. O

2.1.2 Factors and GCD

Sometimes when we apply the Division Algorithm to integers a and b we obtain a remainder
of zero. This means b “divides evenly” into a, or simply b divides a.

Definition 2.1.5: Let a,b be integers. We say that b divides a, written b|a,
if and only if a = ¢b for some integer q. That is,

bla & Iq€Z > a=qgb
b is then called a divisor or a factor of a.

We give a few examples just so you see this is just what you think it is.

Example 2.1.6:
1. 3|18 since 18 = (6) - 3. Here ¢ = 6.
2. —15|60 since 60 = (4) - (—15).
3. 4|(—100) since —100 = (—25) - 4.
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There are a few other things to notice about this definition. The first thing is that 1
divides any integer n, since n =n -1 (here ¢ = n). So 1|n for any n € Z.

Next any integer n divides 0, since 0 = 0-n (here n = b and ¢ = 0). So we can write n|0.
On the other hand, a = ¢ -0 only if @ = 0. So 0 is not a divisor for any integer except 0.

Example 2.1.7: State whether the following statements are true or false. If
true, write a quick proof. If false, give a concrete counterexample.

1. If a|b and b|c then ac.
2. If alb and alc then a|bc.

3. If alc and b|c then ab|c.

1. If a|b and b|c then alc.

True. proof:

b = ka for some k € Z. Definition of alb

¢ =1bfor some [ € Z.  Definition of b|c

= ¢ =l(ka) = (Ik)a, substitution

Therefore alc definition of | where ¢ =1k € Z O

2. If alb and alc then a|bc.

True. proof:

b = ka for some k € Z. Definition of a|b

¢ = la for some [ € Z. Definition of alc

= bc = (ka)(la) = (kla)a, substitution

Therefore a|be definition of | where ¢ = kla € Z O

3. If alc and b|c then ablc.

False. 6|12 and 4|12, but 24 1 12.

An important fact about divisibility is that if you take two numbers that are divisible
by a third, then any linear combination of the two will also be divisible by the third. For
instance, 3|15 and 3|21. It’s a fact that we will prove in a moment that 3 will divide 15k +21(
for any k,l € Z. So if k = 3 and [ = 2 then 15k + 211 = 45 + 42 = 87. And 3|87 (since
87 = (29) - 3) just as it’s supposed to.

Theorem 2.1.8: If n|a and n|b then for any &, € Z, n|(ka + 1b).
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Proof:

a=rnforreZ Definition of n|a
b=snforseZ Definition of n|b
ka +1b = k(rn) + l(sn) = (kr + ls)n substitution and factoring
Therefore n|(ka + 1b) Definition of | [

Definition 2.1.9: Given any two integers a, b (not both zero), we say that g
is the greatest common divisor of a and b, written ged(a,b), if and only if g is
the largest integer such that gla and glb.

Later in this chapter we will describe and use a fast, efficient way of calculating the ged
called the Fuclidean Algorithm. For the moment, though, let’s find a ged using only the
definition.

Example 2.1.10: Find ged(18,27).

Make a list of all the divisors of 18. Make another list for 27.
divisors of 18: 1, 2, 3,6, 9, 18
divisors of 27: 1, 3,9, 27
The largest number that appears in both lists is 9. Therefore ged(18,27) = 9.

Here are a few others, just to make sure you've got the idea.

Example 2.1.11: Find the greatest common divisor for the following pairs
of a and b.

1. a=26,b=14
2. a=52,b=280
3. a=—196,b = —32
4. a =1573,b= —169
5. a=—-89,b=—97

1. ged(26,14) =

2. ged(52,80) =

(
(
3. ged(—196, —32) = 4
4. ged(1573,—169) = 13
(=

5. ged(—89, —97) =
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Note that since 1 is a divisor of any number, the gcd of any two numbers is always at
least 1. If they have no other common divisors then we say they are relatively prime.

Definition 2.1.12: a and b are called relatively prime if and only if
ged(a,b) = 1.

Thus from Example 2.1.11, we see that —87 and —97 are relatively prime.
We have one more theorem that will be critical to our use of the Fuclidean Algorithm
later in the chapter.

Theorem 2.1.13: Let a, b, q,r be integers such that a = ¢b+ r.
Then ged(a, b) = ged(b, 7).

Consider the following example: a = 52,b = 10. This theorem says that since 52 =
5(10) + 2, then ged(52,10) = ged(10,2) = 2. Which is, of course, true.

The proof is a little tricky. It’s straight forward to prove something is a common divisor
of two numbers, but not so easy to prove that it is the greatest common divisor. The logic of
the proof is this: We’ll prove first that ged(b, ) < ged(a,b). Then we’ll prove the opposite
inequality, ged(a,b) < ged(b,r). Thus the two must be equal.

proof: Let g = ged(a,b) and h = ged(b, r).

hlb and h|r Definition of ged

h|(gb+ ) Theorem 2.1.8 with k =¢gand [ =1

hla Since a = gb+r

= h is a common divisor of @ and b since h divides both a and b

Therefore h < g since ¢ is the greatest common divisor of a and b
Conversely,

gla and g|b Definition of ged

gl(a — qb) Theorem 2.1.8 with £ =1 and [ = —¢

glr Since r = a — ¢b

= ¢ is a common divisor of b and r since g divides both b and r

Therefore g < h since h is the greatest common divisor of b and r

Since we have both h < g and g < h, it must be that h = ¢. [

2.1.3 Irrationality of V2

I want to finish this section with one of the greatest mathematical discoveries of the ancient
world. The Greeks took it as an article of faith that all numbers could be written as a ratio
of integers. The idea that there could be some other type of number was, to them, just
irrational. Imagine their shock, then, when it was proven that the length of the diagonal of
a square with sides of length one could not be written as a fraction. Stated another way,

Theorem 2.1.14:

\/57&]—9 for any p,q € Z
q
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There is a (probably apocryphal) story that the young mathematician who proved this
fact so upset his colleagues that they tied a rock to his leg and dropped him into the
Mediterranean Sea!

We're going to write down the proof of this theorem, but first we need another theorem
that we’ll use in the proof. (Such “small theorems” used in the proof of a “more important”
theorem are often called lemmas.)

Theorem 2.1.15: For any a € Z, if 2|a? then 2|a.

It’s pretty easy to convince yourself that this is true. 2|36 = 6% and 2|6. 2|64 = 8% and
2|8. But like so many things in number theory, it’s not so easy to see how to write a formal
proof. Well, you'll get the chance to try in Problem 2.1.20. Let’s assume you’'ll succeed and
move on to the big proof.

Proof of Theorem 2.1.14: This will be a proof by contradiction. That is, we’ll assume
the theorem is false, and derive from that assumption a statement which is false. We then
conclude that the original theorem must be true.

So, if the theorem is false then there exist p,q € Z so that v/2 = b

q
We may assume that either p or ¢ is odd since if they were both even we could cancel
factors of two until we arrived at smaller integers, at least one of which is odd. (Really this
statement deserves its own lemma, but I'm going to let it pass.)

— =2 Algebra

q

= p? =2¢*> Algebra

= 2|p? Definition of |
= 2|p Theorem 2.1.15

So p is even
But if p is even then p = 2n for some n € Z. So

2
(22) =2 substitution

q
= 4n? = 2¢* Algebra
= ¢? = 2n? Algebra
= 2|¢? Definition of |
= 2|q Theorem 2.1.15

So ¢ is even as well
But this is a contradiction of the fact that either p or ¢ had to be odd. Hence it must

not be possible to write V2 = ]3. O]
q
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2.1.4 Problems

Problem 2.1.16: Let a be any integer. Prove that there exists an integer &
such that a? = 7k, a®> = Tk + 1, a> = Tk + 2, or a® = Tk + 4.
(Your proof should have seven cases.)

Problem 2.1.17: Let a, b be two integers such that a = gn+r and b = pn+r,
where n, ¢, p, r are integers (in other words, a and b have the same remainder
upon division by n).

Prove that a — b is divisible by n.

Problem 2.1.18: Prove that given any two consecutive integers a and a + 1,
one of them is divisible by 2.

Warning You can’t just wave your hands with an argument like:

“Odd numbers and even numbers alternate so if you take two in a row one of
them is even. There I proved it.”

Intuitively that’s correct, but it’s not a proof. Apply the Division Algorithm
to a and 2, and write a short proof with two cases.

Problem 2.1.19: Use Theorem 2.1.13 to prove that 2!% + 1 and 2'%° 4 3 are
relatively prime.

Problem 2.1.20: We’re going to prove Theorem 2.1.15:

For any a € Z, if 2|a? then 2|a.

(a) It turns out it’s easier to prove the contrapositive of this theorem. Recall
from Theorem 1.2.18 that the contrapositive is logically equivalent to the
original implication. So, first write down the contrapositive to Theorem
2.1.15.

(b) Now prove the theorem by proving its contrapositive. Start by applying
the Division Algorithm to a and 2.
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2.2 Primes

Prime numbers have long fascinated people. You can unearth a large number of various
entries regarding primes by simply just searching the web. Here we will focus on few basics
about primes, with the understanding that this is a rich and still researched field of Number
Theory. Following the divisibility definitions developed so far, one can easily recognise the
primes as the building blocks behind the factorization of integers.

Definition 2.2.1: A natural number p > 2 is called prime if and only if the
only natural numbers that divide p are 1 and p.

A natural number n > 2 that is not prime will be referred to as a composite
number.

Some prime numbers are 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47. 10 and 322
are examples of composite numbers.

See if you can find (on Wikipedia or a similar site) the largest known (computed) prime
number (and when it was discovered). Here are two large primes discovered so far:

92,976,221 _ {
924,036,583 _ |

Of course, how would you check that these are in fact prime? Both of the exponents that
appear are also prime - can you check at least that?... As you can tell, this business of finding
primes is not cheap (both literally and figuratively speaking). There are quite a few people
out there who are simply obsessed with primes, and luckily there are also a lot of people
who are very interested in primes, so the whole thing is quite lucrative overall... Primes are
key to encryption codes, hence there are a lot for parties (banks, credit card companies, etc)
interested in working with large primes.

2.2.1 Some Theorems on Primes
So how big do primes get? How many primes are there? This question was answered by the
Greeks over 2300 years ago.

Theorem 2.2.2: There are infinitely many primes.

Proof: This is a classic proof by contradiction. Say there were only a finite number of
primes, {2, 3, 5...py}. Here py is the N-th and “last” prime number. Let M be the
product of all N primes, M =2-3-5---py_1-pn + 1. Now apply the Division Algorithm
to M and M + 1.

(M+1)= ()M +1

= ged(M + 1, M) = ged(M, 1) By Theorem 2.1.13 (¢ = 1)
ged(M,1) =1 ged(n, 1) =1 for any n € N
=ged(M +1,M) =1 substitution
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Hence M + 1 is not divisible by any of the N primes. Thus M + 1 is either a prime or
divisible by a prime not on the list. This is a contradiction to the assumption that there
were only the N primes. Therefore there are not N primes for any N € N, which is means
there are an infinite number of primes. []

Theorem 2.2.3: If a natural number n > 1 is not prime, then n is divisible
by some prime number p < \/n.

So for example n = 21 is not prime, and by this theorem should be divisible by a prime
p that is less than or equal to /21 ~ 4.58. Clearly, 21 is divisible by 3, and 3 < 4.58.

This works in our favor in other way. When we try to check that a number n is prime,
we only need to check that n is not divisible by any of the primes that are less than \/n. So
for example, if we wanted to check that 2,976, 221 is prime, we need only check if any primes
less than /2,976,221 ~ 1725.2 are divisors of 2,976, 221. This is a considerably easier task
than to check than all the primes smaller than 2,976, 221.

You probably learned at some point that any natural number n > 2 can be written as a
product of prime numbers. If we allow grouping of primes, then any n can be written as

a1, a2 q
n=pypy - Px

where p1, ps, . .., p are all distinct prime numbers. So for example, 1960 = 23 - 5 - 72,

Theorem 2.2.4: Let a,b be two integers such that p | ab, where p is prime.
Then p |aorp |b.

We'll prove theorem 2.2.4 in the next section. This result is key in proving that the
prime factorization of any natural number n (as given above) is unique. The uniqueness of a
number’s prime factorization is so important that you probably already know it from some
earlier course, but perhaps didn’t know it by its proper name, “the Fundamental Theorem
of Arithmetic.”

The prime factors (or the prime divisors) of an integer n > 2 are the prime numbers
that divide n. The multiplicity of each prime is the largest number ¢ such that p? | n. The
factorization of a natural number n into its factors, with their corresponding multiplicities,
is unique.

2.2.2 Sieve of Eratosthenes and the Prime Number Theorem

An algorithm for finding primes is the Sieve of Eratosthenes. This algorithm can generate
(in time) all the primes less than or equal to a given natural number n. So let’s consider the
steps:

e list all integers from 2 to n
e circle 2 and then cross out all the multiples of 2 from the list

e circle 3 and cross out all the multiples of 3 from the list
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e continue this process, such that at the general stage, you circle the first number that
is neither crossed out nor circled, and cross out all its multiples

e continue until all numbers less than or equal to /n have been circled or crossed out

At the end of this process, all the integers left behind are primes smaller than or equal
to n. This is the Sieve of Eratosthenes.

Example 2.2.5: Use the Sieve of Eratosthenes to find all primes less than or
equal to 35.

List the integers from 2 to 35.
2,3,4,5,6,7,8,9,10,11,12,13, 14, 15,16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35
2 is prime, so remove all subsequent multiples of 2.
2,3,5,7,9,11,13,15,17,19, 21, 23, 25,27, 29, 31, 33, 35
3 is prime, remove all subsequent multiples of 3.
2,3,5,7,11,13,17,19, 23, 25,29, 31, 35

5 is prime, remove all subsequent multiples of 5. In this list the only remaining numbers are
25 and 35.

2,3,5,7,11,13,17, 19, 23, 29, 31

V35 & 5.92 so the only possible prime factors of composite integers less than or equal to 35
are 2, 3, or 5. Since we’ve checked all those, the remaining numbers are prime.

Perhaps the most interesting result about primes is the Prime Number Theorem. This
theorem explains how many primes there are less than a certain number. For instance, how
many primes are there less than or equal to 57 This is simple enough because we can count
them, there are 3. But what happens as we look at a very large number n, like, say 101907

To understand this, mathematicians introduced a function 7(x) which takes as input a
natural number z, and assigns as output the number of primes less than or equal to . So
w(5) =3, n(7) =4, 7(8) =4, w(9) =4, etc.

Theorem 2.2.6: (Prime Number) Let m(z) denote the number of primes
p < . Then as z becomes very large (xr — o0), the function 7(x) approaches
the ratio ;. In other words

= 7(z)~ % (for large x)

In example 2.2.5 we found all the primes less than 35. There were eleven, so 7(35) = 11.
Now the estimate given by the Prime Number theorem is

35
In(35)

which is pretty close.

m(35) ~ ~ 9.8

81



2.2.3 Some Interesting Types of Primes

In the world of primes, there are some types of primes that are “famous.” Mersenne primes
are primes of the form 27 — 1. Now it turns out that the exponent p must itself be prime
or 2P — 1 is necessarily composite (we’ll see why in a moment). However p prime does not
guarantee that 2P — 1 is prime. For instance, 261 — 1 is prime, but 2?7 — 1 is not prime (even
though 257 is prime). So when we call a prime a Mersenne prime, it must be both prime
and of the form 2P — 1. There are algorithms for checking whether a number is prime, and it
turns out that these work particularly well for numbers of the form 2P — 1. Because of that,
most of the largest know primes are Mersenne primes. It is still an open problem whether
there are infinitely many Mersenne primes.

Example 2.2.7: Is 2! — 1 prime?
215 — 1 is not prime, since 15 = 3 - 5 is not prime. In particular,
285 —1=(2°-1)- (22 +22 420+ 2% +1) = 74681

If you multiply out the right hand side you can see the “telescoping effect”
where all the intermediate terms cancel out. (e.g. 23-29 cancels with (—1)-2'2.)
Similarly,

2% —1=(2°-1)- (2" +2° +1) = 31 - 1057

So both factors of 15 can be used to generate factors of 2% — 1.

The Fermat primes are prime numbers of the form 22" + 1. For n = 0, 1,2, 3, 4 these are
in fact prime, but 22" 4 1 is not prime. To this day, there have been no other Fermat primes
discovered. . . but there are still lots of people with super-computers looking for one!
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2.2.4 Problems

Problem 2.2.8: Find the prime decomposition of each of the following:

Problem 2.2.9:

(a) Use the Sieve of Eratosthenes to find all primes less than 200. (This is a
nice little programming exercise, if you are so inclined.)

(b) Use theorem 2.2.6 to estimate 7(200) and see how your results compare.

Problem 2.2.10: Estimate the number of primes less than 6000, less than
60000, less than 600000 and less than 6000000.

Problem 2.2.11:
(a) Is 2 + 1 a Fermat prime?
(b) Is 2* — 1 a Mersenne prime?

(c) Is 2° — 1 a Mersenne prime?

Problem 2.2.12: 2°' — 1 not prime. Explain how you know and produce
some factors.
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2.3 Euclid
Notation

ged(a,b)  greatest common divisor of a,b € Z
lemfa, b]  least common multiple of a,b € Z

2.3.1 Calculating the GCD

Our method for calculating the ged is called Euclid’s Algorithm. We begin by applying the
Division Algorithm, dividing the larger number by the smaller. Next we apply the Division
Algorithm again, dividing the smaller number by the remainder. Similarly we continue by
dividing the first remainder by the second, the second by the third and so on. Since each
remainder is nonnegative and strictly less than the last, eventually the remainder will be
zero. The last non-zero remainder turns out to be the ged.

Finding the ged(98,42) requires only two divisions.

9= 2-424+14
42 = 3-14+0

The last (and only) nonzero remainder is 14, hence ged(98,42) = 14.
Euclid’s Algorithm may, however, require many divisions. For instance to find ged(111, 69)

111 = 1-69+ 42
69 = 1-42427
42 = 1-27+15
27T= 1-15+12
15= 1-12+43
12= 4-3+0

Hence ged(111,69) = 3.
Why does Euclid’s Algorithm work? It is a consequence of Theorem 2.1.13. Applying
the theorem to each line of Euclid’s Algorithm gives the following string of equalities.

ged(111,69) = ged(69,42) = ged(42,27) = ged(27,15) = ged(15,12) = ged(12, 3) = ged(3,0)

For any integer n|n and n|0, so ged(n,0) = n. In particular ged(3,0) = 3.

2.3.2 FEuclid’s Theorem

If Euclid’s Algorithm were only a fast way of calculating a ged, it would not be particularly
important. In fact, though, it is key to finding integer solutions to equations of the form
ax + by = ¢ where a,b,c € Z.

For instance 17k + 25/ = 1 has infinitely many integer solutions, including k = 3,1 = —2.
On the other hand 21z 4 56y = 2 has no integer solutions at all. How do we know if there
are solutions, and if there are how do we find them? The first step is the following theorem.
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Theorem 2.3.1: (Euclid)
Ifa,0 e N
Then There are integers k£ and [ so that:

ka + 1b = ged(a, b)

In particular, if a and b are relatively prime then there are integers k& and [ so
that: ak +bl =1

To find k and [ we just have to use the equations generated from calculating the ged via
Euclid’s Algorithm. For 98 and 42 it is very simple—we need only solve for 14 (the ged)
from our application of the Division Algorithm. Thus:

98 =2-42414 = 98k +42] =14 where k=1, | = -2

But what if the ged didn’t appear until after many applications of the Division Algorithm?
For instance let’s find a solution to k111 + [69 = 3.

Begin by recalling Euclid’s algorithm for finding the ged of 111 and 69 from section 2.3.1.
Starting at the fifth application of the quotient algorithm, we solve for the ged.

15-1-12=3

But our final k£ and [ have 111 and 69 in the equation, not 15 and 12. We get 111 and 69
into the expression for the ged by using the higher equations to solve and substitute; first
for 12, then 15, 27, and 42. Starting with 12, we have from the fourth equation that:

12=27-1-15
Substituting into the fifth equation gives:

15—1-(27—1-15)=3 = 15—-27+15=3
= (-1)-2742-15=3

Notice how we do not multiply out 2 - 15. That’s so we can substitute for 15 in the next
step, like so:

15=42-1-27 so  (=1)-27+2-(42—-1-27)=3
=  (=1)-27+2-42+4(=2)-27 =3

= 2.42 + (=3)-27 =3

27=69-1-42 so  2-42+4(—3)-(69—1-42) =3
242+ (=3)-6943-42 = 3
(—3)-69+5-42 =3
42=111-1-69 so (—=3)-69+5-(111—1-69) =3
= (=3)-69+5-111+ (=5)-69 =3

= 5111+ (—8) - 69 = 3

4y

So one solution is: k£ = 5 and | = —8. How do we find other solutions? To do that we’ll need
to define the least common multiple.
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Definition 2.3.2: Given two integers a and b, the least common multiple of
a and b, written lcm|a, b], is the smallest positive integer, L, such that L = an
and L = bm for integers n,m € Z.

Example 2.3.3: Find the lem|[16, 12].

The multiples of 16 are 16, 32, 48, 64 ... while the multiples of 12 are 12, 24, 36, 48, 60.. ..
The smallest number on both lists is 48, so lem[16, 12] = 48.

For larger numbers the lem can be a little difficult to calculate. The following theorem
can be very useful.

Theorem 2.3.4: For any integers a,b € N,

ab

lemla, b)) = ——————=
a,5 ged(a, b)

We won’t actually prove this theorem, though when you think about it, it’'s a very

believable result. It’s worth thinking about how you might prove it, but it’s a little tricky.

Example 2.3.5: Use Theorem 2.3.4 to find the lem[111, 69].

111-69 7659
lem[111,69] = = = 2553
em{11L, 69] = =3 T 69y ~ "3
Returning to our equation, 111k 4+ 691 = 3, let’s consider how we can use lem[111, 69] =
2553 = (23)111 = (37)69. In fact we can generate as many other solutions as we want by

adding and subtracting multiples of this lcm.

111(5) + 2553n + 69(—8) — 25530 =3 = 111(5) +n-23- 111+ 69(—8) —n -37-69 = 3
= 111(5 + 23n) + 69(—8 — 37n) = 3

We already found that one solution is £ = 5 and [ = —8. Now we can generate another
solution for each n, where k =5+ 23n and [ = —8 — 37n. So for example, k = 28, [ = —45
(n=1) and k = —41, [ = 66 (n = —2) are other solutions to the equation.

So what about the general equation ak + bl = ¢?

Theorem 2.3.6: If gcd(a,b)|c then the equation ak + bl = ¢ has infinitely
many solutions k,[ € Z.
If ged(a, b) 1 ¢ then the equation ak + bl = ¢ has no solutions k,! € Z.

Rather than write a proof let’s just see how Theorem 2.3.1 can give us solutions to the
general case.
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Example 2.3.7: Find all solutions k,[ € Z to

21k + 150l =6

First we find the ged of 21 and 15. We know it’s 3, but we’ll use Euclid’s Algorithm so
we have the equations.

21 = (1)15+6
15 =(2)6+3
6 =(2)3+0

Now we solve 21z + 15y = ged(21, 15) = 3.
3=15—(2)6 = 15 — 2(21 — 15) = (—2)21 + (3)15

So one solution is z = —2 and y = 3.
To get a solution to our original equation we need only multiply through by 2.

6= (—4)21 + (6)15
To find all solutions we note that lem[21,15] = 105 =21-5 = 15-7. Then,
(—4) - 21 + 1051 + (6)15 — 1050 = 6
(—4)-21+21-5n+ (6)15—15-Tn =6
21(—=4+5n)+15(6 —7n) =6

So for any n € Z, k = =4 +5n and | = 6 — Tn. For instance k =1, [= -1 (n =1) is a
solution.

For the other case, consider this example

Example 2.3.8: Show there are no integer solutions to

21k + 151 =8

We may factor 3 out of the left side giving us
3(7Tk+51) =8
But that means the left hand side is divisible by 3 (regardless of the values of k& and [) while
the right side clearly is not. Hence the equation has no integer solutions. This agrees with

Theorem 2.3.6 since ged(21,15) = 3 and 3 1 8.
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2.3.3 Using Euclid’s Theorem in proofs

Theorem 2.3.1 is also a very important tool for proving facts about the integers, divisibility,
and primes. Consider Theorem 2.2.4 from last section.

Theorem 2.3.9: If a and b are any two integers, p is prime, and p|ab
Then pla or plb

Note that this isn’t true if p is not prime. For instance if a = 2, b = 6, and p = 4 we
have that plab (since 4]|12), but 4 does not divide 2 or 6.

proof:
We’ll assume that p does not divide a and then show that p must then divide b.

ged(p,a) =1 since p 1 a and the only divisors of p are p and 1

kp +la =1 for some k,l € Z Theorem 2.3.1

= kpb+lab=1> multiplying through by b
ab = np for some n € Z since plab

= kpb+I(pn)=> substitution

= (kb+in)p=1> factoring out p

= plb definition of |

Thus if p { a then p|b. O
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2.3.4 Problems
Problem 2.3.10:

(a) Use Euclid’s algorithm to find the ged of 18 and 26.

(b) Use Euclid’s algorithm to find integers k and [ so that

18k + 261 = ged(18, 26)

(c) Find all integer solutions of the equation above.

Problem 2.3.11:
(a) Use Euclid’s algorithm to find the ged of 103 and 49.

(b) Use Euclid’s algorithm to find integers k and [ so that

103k + 491 = ged(103, 49)

(c¢) Find all integer solutions of the equation above.

Problem 2.3.12: If it is possible, find all integer solutions to the following
equations.

1. 20k + 141 = 8
2. 20k + 141 =9

Problem 2.3.13: A candy company has a special rate with a delivery com-
pany to deliver 1 kilogram boxes of candy. The boxes should contain a roughly
equal mixture of mint chocolates (weighing 17 grams each) and toffees (weigh-
ing 31 grams each).

What should the number of mint chocolates and toffees in each box be so as
to take full advantage of the 1 kilogram (1000 gram) weight limit?

Hint: If k = number of mint chocolates and [ = number of toffees, you're
really just looking for a “reasonable” solution to

17k + 311 = 1000
Problem 2.3.14: Prove the following statement:
If a is relatively prime to n and b is relatively prime to n

then ab is relatively prime to n.
Hint: Use Euclid’s Theorem (2.3.1) twice.
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2.4 Congruence
Notation
= Congruent modulo some natural number

Back in Section 1.5 one example of an equivalence relation was Example 1.5.3. We wrote
the binary relation as

M ={(n,m) € ZXZ | n—m =3k for some k € Z}

Once we see it is an equivalence relation we may use our more recent notation and write it
as

n~m < 3|(n—m)

A glance back at the proof that this is an equivalence relation shows there’s nothing partic-
ularly special about the 3. Any other natural number gives us another equivalence relation.
In fact this class of equivalence relations is so important that when integers are equivalent
with respect to them, we say the integers are congruent.

Definition 2.4.1: Two integers, n,m € Z are congruent modulo N, written
n=m mod N, if and only if N divides n —m. That is,

n=m mod N & N|(n—m)

here N € N.
So for instance, 8 =2 mod 3 since 8 — 2 = 6 = 2(3). That is, 3|(8 — 2).

Theorem 2.4.2: Congruence modulo N is an equivalence relation on Z for
any N € N.

The proof is the same as our proof that the relation in Example 1.5.3 is an equivalence
relation—simply replace the 3 with an N.

Intuitively, congruence modulo N says that—in the right context—an integer isn’t really
changed by adding or subtracting N.

This idea that adding or subtracting a particular number doesn’t change something is
more common than you might initially think. For instance if you fall asleep with your clock
reading 12:00 and wake up with it reading 1:00, then you may have slept one hour...or
thirteen hours—you can’t tell the difference just by looking at your clock (let’s leave am/pm
out of this). Your clock gives the same time if you add or subtract 12 hours. Thus your
clock gives the time modulo 12.

We have already seen a similar idea with respect to angles. If we only care about direction
(and not the amount of rotation) then adding or subtracting 360° is not an important change.
420° is congruent to 60° modulo 360°.
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2.4.1 Calculation mod N

You sometimes see the mathematical term “mod” used to describe a binary operation (like
addition or multiplication) that means “divide and take the remainder”. For instance you
may see

25 mod 12 =1

This implies 25 = 1 mod 12. (True since 25 — 1 = 2-12.) Of course it’s also true that
25 =13 mod 12 and 25 = —11 mod 12, but you would never write 25 mod 12 = 13 or —11.
In general the binary operation “mod” returns the remainder, r, produced when you apply
the Division Algorithm. If @ = ¢/N + 7 then a =7 mod N since a —r =¢qN = N|(a —71).
Considering “mod” as a binary operation we have a mod N = r. So it’s easy to see that
binary mod and congruence modulo N are related, but not exactly the same.
The following theorem makes calculation modulo N a lot easier.

Theorem 2.4.3:
If a=b mod N then for any c € Z,

(i) a+c=b+c mod N
(ii) a-c=b-c mod N

We'll prove (i) and leave (ii) as an exercise.

proof:
a—b=kN for some k € Z definition of = mod N
= a+c—b—c=kN algebra

= (a+c¢)—(b+c)=kN algebra
= (a+c¢)=(b+c¢) mod N definition of = mod N [

For instance, calculating 8 -5 mod 3 (and including all the excruciating details)

8=2 mod3 =8-5=2-5 mod3 Theorem 2.4.3(ii)

5=2 mod3 =2-5=5-2=2-2 mod3 symmetry and Theorem 2.4.3(ii)
=8:-5=2-2 mod 3 transitivity
=8:-5=4=1 mod 3 Definition of = mod 3

In practice this theorem means that you should never calculate with numbers bigger
than N. Every time you find yourself with a large number you can replace it with a number
congruent to it and less than N.

Example 2.4.4: Calculate: 241 - 28 4+ 23 mod 24.

Well calculating the hard way,

241 -284+23=6771=3 mod 24
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But 241 =1 mod 24, 28 =4 mod 24, and 23 = —1 mod 24, so

241-284+23=1-4—1=3 mod 24

Example 2.4.5: Calculate 7° mod 11.

75 is a large number, but we need not calculate it directly.
7?=49 =5 mod 11
=7.7=52=25 =3 mod 11
?=7".7=3-7=21 =10 mod 11

In general it is quick and efficient to use this method of squaring and reducing to find
the 2nd, 4th, 8th, 16th, etc powers of a number (mod N). You then multiply these results
appropriately to find all powers not powers of 2.

2.4.2 Theorems involving congruence

Modular arithmetic can be used to prove some well-known facts about the integers written
base 10. First recall what it means to write an integer “base b”.

Definition 2.4.6: For any n € N, we write n base b as a sequence of digits,
d where 0 < d, <band k=0,1,2...K so that

n=dg " +dg_ V" +.. +d b+ do
This representation is written n = (dgdg_1 - - - didp)p-
The most common base is 10. So for instance,
2322 = (2322)10 =2-10° +3-10> +2-10 + 2
but the same integer could just as well be written base 7,

2322 =6-7"+5-7*+2-7+5 = (6625);

Theorem 2.4.7: Let x = (dkdk—l N d1d0)10~
Then zx is divisible by 2 if and only if dy is divisible by 2.

This is not necessarily true if the base isn’t 10. For instance, 1435 is an even number
(1-5%> 44 -5+ 3 = 48) despite the fact that the last digit is 3. Likewise 2322 is even, but in
base 7 dy = 5 which is odd.
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proof:
First note that
meven < m = 2k for some k € Z Definition of even
< m=(0k=0 mod2  Since2=0 mod 2.

So any integer m is even if and only if m = 0 mod 2. This lets us use the machinery of
congruence to get at the question of divisibility.

r =10%d, + 10 'd,_y + ...+ 10d; +dy mod 2 since they are equal
sr =08, + 0 'dy_1 +...+0d; +dy mod 2 since 10 =0 mod 2
S =dy mod 2 simplification

So, z =0 mod 2 if and only if dy =0 mod 2. Thus 2|z if and only if 2|dy. O

Clearly the same argument can be made for 5 since 10 = 0 mod 5 as well. In fact you
can generalize to say that the divisibility by y of some integer x written to some base b will
be determined by its last digit if and only if the y/|b.

Another well-known fact that you probably couldn’t prove (until now) is the following:

Theorem 2.4.8: Let x = (dkdk—l N d1d0)10~
Then x is divisible by 3 if and only if dy + d; + ... + d}, is divisible by 3.

For instance 3|261 since 261 = 3(87). And 2+ 6 + 1 = 9 which is also divisible by 3.

proof:

Again it’s easy to see that a number is divisible by 3 if and only if it is congruent to 0
modulo 3. Thus,

r = 10%d, + 10 'dy_y + ...+ 10d; + dy mod 3 since they are equal
sr =k + (1) dp_1 +...+ (1)dy +dy mod 3 since 10 =1 mod 3
S =dy+d_1+...+dy mod 3 simplification

Thus x =0 mod 3 if and only if dy, + dp_1+ ... +dp =0 mod 3. [

2.4.3 Linear Congruence Equations

We now address the question of solving linear congruences. How would you solve the follow-
ing? Are there solutions at all?

3r=5 mod7

By the definition of congruence, this equation is equivalent to:
7|(3x —5)

which is in turn equivalent to:
3r—5="Ty

for some integer y. We can rearrange to get

3r—Ty=>5
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This is something that we've seen before. Theorem 2.3.6 says that since ged(3,7) = 1
and so divides 5, there are infinitely many solutions, = and y. Euclid’s Algorithm gives us
x = —10,y = 5. In this context we only care about the x, and since —10 =4 mod 7 we can
just take x = 4 as our solution. In fact this is the only solution modulo 7. Checking,

3:4=12=5 mod 7

It’s easy to see we can solve any linear congruence ax = ¢ mod b if ged(a,b) = 1. On the
other hand, if ged(a,b) # 1 then there may be no solutions...or multiple solutions. For
instance,

2c =3 mod4 & 2r—4y=3
which, by theorem 2.3.6, has no solutions since ged(2,4) =2 f3. However,
20=2 mod4d & 2z —4y=2

has solutions since 2|2. Obviously letting x = 1 and y = 0 works. Using the adding and
subtracting trick we can get all the solutions since

2(142n) —4(0+n) =2
Thus for every n € N we have a solution,
r=142n=...—1,1,3,5...

Modulo 4 there are just two different solutions here: x =1 mod 4 and x =3 mod 4.
In general the situation is described by the following theorem.

Theorem 2.4.9: The linear congruence equation ax =b mod N has:
i) no solutions if ged(a, N) fb
ii) ged(a, N) solutions (modulo N) if ged(a, N)|b

Example 2.4.10: Find all solutions to

69 =6 mod 111

Since ged (69, 111) = 3 and 3|6 we expect by Theorem 2.4.9 that there are three different
solutions modulo 111.

The congruence equation implies 69z — 111y = 6 (for some integer y). Back in Section
2.3.1 we found all solutions to 111k 4+ 697 = 3. We only care about the coefficient of 69,
which turned out to be [ = —8 — 37n. To find solutions to 69x — 111y = 6, we need only
multiply through by two. Hence, x = —16 — 74n. What are the three solutions modulo 1117

n=0 = r=-16=95 mod 111
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Checking we see that 69 x 95 — 6 = 6549 = 111(59). Since 111|(69 * 95 — 6),
69-95=6 mod 111
Similarly,
n=-1= xr=-16+74=58
and
n=-2 = r=-16+148=132=21 mod 111
Checking we have
69-58 — 6 =3996 = 111(36) = 69-58 =6 mod 111
and
69-21 —6=1443 = 111(13) = 69-21 =6 mod 111
Therefore the three different solutions modulo 111 are
x =21, 58, 95
Are we sure there aren’t any more? Well letting n = —3 gives
r=—-164222=206=95 mod 111

But we already had that solution. In fact decreasing (or increasing) n further will just cause
us to cycle through the three different solutions that we’d already discovered. Thus these
three solutions are the only solutions between 0 and 111.
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2.4.4 Problems
Problem 2.4.11: Prove that if a =b mod N then for any ¢ € Z,

a-c=b-¢ modN

Problem 2.4.12:

(a) Use the method in Example 2.4.5 to find 0 < a < 19 such that

a=6% mod19

(b) Use the previous part to find 0 < b < 19 such that
b=6* mod 19
Problem 2.4.13: Let = (dgdy_1 . ..d1dp)10. Prove that z is divisible by 11
if and only if the following alternating sum is divisible by 11.
do—dy +dy —dz+ ...+ (=1)kd,

So for example consider 1925. 11 | 1925 since 1925 = 11-175. It also happens
that 5—2+9—1 =11 and, of course, 11 | 11 just as this statement predicts.

Problem 2.4.14: Use the methods described in this section to find all solu-
tions (modulo 391) to

292 =1 mod 391

Problem 2.4.15: Use the methods described in this section to find all solu-
tions (modulo 4322) to

(a)
846 =2 mod 4322

(b)
846x =5 mod 4322

846x =6 mod 4322
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Chapter 3

Sequences and Series

3.1 Sequences
Notation

Ap sequence
n

Z a; sum of the first n terms of the sequence a;.
i=0

A sequence is an infinite list of numbers in a particular order. The individual numbers
in the list are called the terms of the sequence. Some examples of sequences are

Example 3.1.1:

(a

) 2,—4,6,-8,10, ...
(b) 1,2,4,8,16, ...
(

(¢) 1,0,1,0,1,0, ...
d

(e)

)
1,1,2,3,5,8,13, ...
() = v, VI,
)

(g) 7,-53,2,17,421,0,—5,0, 5,28, ...

We are primarily concerned with sequences of integers, but we may occasionally see se-
quences of rational or real numbers. Our sequences will generally have some sort of governing
pattern, but the last example above illustrates that the terms of a sequence need not exhibit
an obvious pattern or any pattern at all. Finally, make note of the fact that sequences are
not sets. In a set the order of the elements is of no importance, but the terms of a sequence
have a definite order. Also, terms in a sequence may be repeated, whereas elements in a set
may not.
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Consider the first sequence above. Its first term is 2, its second term —4, its third 6, and
so on. When we talk about a “first”, “second”, “third”, etc., we are essentially assigning to
each natural number 1, 2, 3, ... the corresponding term of the sequence. Thus a sequence
can be thought of as a function a defined on the natural numbers.

Definition 3.1.2: A sequence is a function a : N - R or a: {0} UN — R.
A bi-infinite sequence is a function a : Z — R.
The n-th term, a(n), of either type of sequence is usually written a,.

Example 3.1.3: Give an explicit function defining the following sequences.

There’s not much of a method for doing this. For the most part it’s just a matter of
intuition, trial and error.

(a) 2,—4,6,-8,10, ...
ap = (=1)"Y2n, neN

Checking the first two terms we see a; = (—1)*12(1) = 2 and ay = (—1)*"'2(2) = —4,
just as we expect. Had we decided to begin our sequence with n = 0 rather than n =1
as above, then the function would be slightly different.

a, = (—1)"2(n+1), n={0,1, 2,...}
Again checking the first two terms, ag = (—1)°2(04+1) =2 and a; = (—1)'2(1+1) = —4
(b) 1,2,4,8,16, ..

a,=2""1 n=1,223... or a,=2" n=01,2...

(¢) 1,0,1,0,1,0, ...
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Example 3.1.4: Write out the first five terms of each sequence.
(a) =3(2)", n=0,1,2,...

(b) bn+1, n=1,23,..

This is just a “plug and chug” exercise.
(a) a, =-3(2)", n=0,1,2,...

~3, —6, —12, —24, —48

(b) a, =5n+1, n=123,..

6, 11, 16, 21, 26

3.1.1 Series

From any sequence we may make a new sequence called the sequence of partial sums. The
n-th term in this new sequence is just the sum of the first n terms of the old sequence.

Definition 3.1.5: Given a sequence a,, the sequence of partial sums, s,, is
the sequence formed by adding the first n terms of the sequence a,. That is,
assuming a,, starts at n =1,

Sp,=a1 +ax+...+a,

We will often denote this sum with summation notation,

n
Sp — E a;
=1

Here the variable ¢ is called the index, and runs through the integers from 1
to n.

Example 3.1.6: For each sequence find the first five terms of the sequence of
partial sums, and then write s; using summation notation. (Assume the each
sequence begins with n = 1.)

(a) 2,—4,6,-8,10, ...
(b) 1,2,4,8,16, ...
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(a) 2,—4,6,—8,10, ...

S1 = ap =2 = 2
So = a1+ as =2—-4 = =2
S3 = aq + as + asg :2—4—|—6 = 4
S4 =a1+as+az+ay =2—-44+46-28 = —4
Ss =a1+ay+as+as+as =2—44+6—-84+10 = 6

So the sequence of partial sums is: 2, —2,4,—4,6...

ss= ) (—1)™2i = (=1)°2(1) + (=1)°2(2) + (=1)'2(3) + (=1)°2(4) + (=1)°2(5)

i=1

(b) 1,2,4,8,16, ...
S1 =1 = 1
S92 :1—|—2 = 3
s3 =14+2+14 = 7
s4 =14+2+4+8 = 15

s5 =14+2+44+8+16 = 31

So the sequence of partial sums is: 1,3,7,15,31...

5
5= 271 =2042" 42742 4 2!

i=1

In general, the sequence of partial sums can only be calculated by actually adding together
the terms of its parent sequence, just as we did above. In practice, however, we can find s,
as a simple function of n just as we did for our first several sequences.

The most famous example of this is attributed to the great mathematician Friedrich
Gauss who was supposedly assigned the mind-numbingly boring task of adding together the
numbers from 1 to 1000 (it was apparently some sort of class punishment). In the language
of this section Gauss had been asked to find

1000

D i=142+3+... 4999+ 1000

i=1
or S1gpp for the sequence a; = 7. Gauss’s solution is simple and brilliant. The idea is to write
out the terms of the sum both forward and backward, and then add them.

“+S1000 = 1000 + 999 4+ 998 + ... + 2 + 1
281000 = 1001 + 1001 + 1001 + ... 4 1001 + 1001
1 1001
281000 = 1000(1001) == S$1000 = M = 500500

Of course there’s nothing special about 1000 in this proof; the proof works just as well if
1000 is replaced by n. That gives us a formula for the n-th partial sum of the sequence
a; = 1. We might as well call it a theorem.
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Theorem 3.1.7: For the sequence: 1,2,3... the sequence of partial sums
may be written:

n

. nn+1
ZZZ(;)

i=1
We can try it for some small values of n just to see it in action.

Example 3.1.8: Find the value of the partial sums.
(a) 1+2+3

(b) 1+2+3+4+5

3
o 3(3+1)
14+243= =——=6
+2+ ; 1 5
which we can clearly see is correct. Similarly,

(b)

5(5+1)

=15
2

5
1+2+43+4+45=) i=
i=1

also clearly correct.

There are several other examples of explicit formulas for the partial sums of certain sequences.
Here are two you may have seen in a calculus course.

Theorem 3.1.9:

(a) For the sequence of squares: 1,4,9... the sequence of partial sums may
be written:

(n+1)2n+1)
6

1+4+9“A4F:§:ﬁ:n
i=1

(b) For the sequence of cubes: 1,8,27... the sequence of partial sums may be
written:

n . 1) 2
1 2 3 3 n(n—l—

i=1

In general the proofs of theorems of this sort use the Principle of Mathematical Induction
which we will study in the next section. I will give the proof of Theorem 3.1.9(a) while you’ll
be asked to prove Theorem 3.1.9(b). But that’s next section.
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3.1.2 Recursion

When we represent a sequence explicitly we are telling how to find a term of a sequence based
on the index of the term. If we want to know the 100-th term in the sequence a, = 2n + 1
we need only plug 100 in for n and get ajpo = 2(100) + 1 = 201. There is another way to
represent a sequence, which we call a recursive representation of the sequence. A recursive
representation consists of giving the first term (or first several terms) of the sequence and
then telling how to obtain each term from the one term (or several terms) preceding it.

For example, we can define the sequence above, a,, = 2n + 1, can also be generated by
specifying that ap = 1 and a,41 = a, + 2. To see how just start generating terms.

ag=a+2 =(1)+2=3
aa=a+2 =3)+2=5
az=ay+2 =0)+2=7

If you add 2 to an odd number you get the next largest odd number, so clearly this sequence
just gives you all the odd numbers starting from 1. This is of course the same as the sequence
a, =2n+1, n=20,1,2.... Ingeneral, though, it is quite difficult to find an explicit formula
for a sequence defined recursively. Even after listing several terms of a sequence and guessing
a pattern we will need the Principle of Mathematical Induction to prove our guess is correct.
(More work for next section.)

One of the most interesting recursively defined sequences is the very famous Fibonacci
Sequence. (Fibonacci originally came up with it to describe the number of rabbits he had in
his n-th year of raising rabbits.)

Example 3.1.10: Write out the first several terms of the sequence defined
recursively by:

a1 =1, as =1, apio = ani1 +ay,

as = a2 +a; = 1+41=2
a4 = a3+ ag = 241=3
as= as+a3= 3+2=05
ag = as+ ag = 5+3=28
a7y = ag+as= 8+5=13

While there is an explicit formula for the Fibonacci Sequence, it is quite difficult and would
be practically impossible to guess just from looking at the terms.

Example 3.1.11: For each recursively defined sequence write out the first
seven terms of the sequence. Then try to guess an explicit definition.

a) ap =20, app1=a,—3
(a) +
(b) ap =2, any1 = 3a,
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(a)

a1 =20, ap+1=0a,—3

a2:a1—3 :(20)—3:17
&3:&2—3 :(17)—3:14
&4:&3—3 :(14)—3:11

So the sequence is:
20, 17, 14, 11, 8, 5, 2...

Since the sequence starts at 20 and decreases by 3 each term,
a, =23 —3n

fits the bill. You should always check the first few terms of your guess.
a; =23 —3(1) =20. ag =23 —3(2) = 17. a3 = 23 — 3(3) = 14.

ag =2, Qpy1 = 3a,

a; = 3&0 = 3(2) =6
a9 = 3&1 = 3(6) =18
as = 3&2 = 3(18) =54

So the sequence is:
2, 6, 18, 54, 162, 486, 1458...

It’s hard to see the pattern until you divide all the terms by 2. Then you see
1, 3,9, 27, 81, 243, 729...

These are clearly powers of 3. Thus we guess,
a, =2-3"

This formula certainly gives the terms listed above.

Example 3.1.12: Define each of the following sequences both explicitly and
recursively.

(a) 4,7,10,13, ...
(b) 1,2,4,8,16, ...

(¢) 5,—5,5,=5,5, ...
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(a) 4,7,10,13, ...

The sequence starts at 4 and increases by 3 each term, so a recursive definition would
be

ay =4, ap1=a,+3
And an explicit formula
a,=14+3n, n=123...
(b) 1,2,4,8,16, ...
The sequence starts at 1 and doubles each term, so a recursive definition would be
ag =1, an1 =2a,
And an explicit formula
a, =2", n=20,1,2...
(¢) 5,—5,5,=5,5, ...
The sequence starts at 5 and switches sign each term, so a recursive definition would be
ag =9, Gui1 = —ay
And an explicit formula

an=(=1)"-5 n=01,2...

3.1.3 Arithmetic and Geometric Examples

You have already seen two of the most important types of sequence in the Example 3.1.12:
(a) is an example of a arithmetic sequence, and (b) is an example of a geometric sequence.

Definition 3.1.13: A sequence is called an arithmetic sequence if the differ-
ence between any two consecutive terms is constant. That is,

Up41 — p = d

for any n for which the sequence is defined.
Another way to write this is to say that a,.; = a, + d for any n for which the sequence
is defined. Here d can be any number, as long as it is constant (that is, it does not depend

on n).
Hence the sequence 4, 7,10, 13, ... is arithmetic with d =3. (7T—4 =3, 10—-7=3...)
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Definition 3.1.14: A sequence is called a geometric sequence if the ratio
between any two consecutive terms is constant. That is,

Qp+1
an

=r
for any n for which the sequence is defined.

Again, another way to write this is a,, 1 = ra,. The sequence 1, 2,4, 8,16, ... is geometric
with r =2. (2/1=2, 4/2=2, 8/4=2..))

Not only do these sequences have explicit formulas, but their sequences of partial sums
do as well. We’ll prove these results in the next section.

Theorem 3.1.15: For the arithmetic sequence defined recursively by a; = A
and a,11 = a, + d,

(a)
a,=A+n—-1)d, n=1,2,3...

- —1
Zai:An—l—%d
i=1

Example 3.1.16: For the sequence 4, 7,10, 13, ... find an explicit formula and
an explicit formula for the sequence of partial sums.

Here A =4 and d = 3, so
(a) ap=44+(n—-1)3=3n+1, n=1,23...
(b)

n

—1 3n®+5
Zai:4n+n(n )3: n® +5n
— 2 2

Checking the first couple of terms,

2

;ai =4+ 7= 73(2)2;5(2)

Y

So we're reasonably confident of our result.
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Theorem 3.1.17: For the geometric sequence defined recursively by ag = A
and a,1 = ra,, where r # 1,

(a)

a, =Ar", n=0,1,2...

(b)

Example 3.1.18: For the sequence 1,2,4,8,16, ... find an explicit formula
and an explicit formula for the sequence of partial sums.

Here A=1and r = 2, so
(a) a, = (1)2"=2", n=0,1,2...
(b)

2n+1_1
= (1) Y—= =2 ]
;a D=

Checking the first couple of terms,

1

da=1=2" -1

i=1

2

a=1+2=2""—1
=1

So again we're reasonably confident of our result.

106



3.1.4 Problems

Problem 3.1.19: Guess a formula for the partial sum,

Lot 1.1 _z": 1
26 12 7 a+l) Za(i+1)

Problem 3.1.20: Use Theorems 3.1.1 and 3.1.9 to find the value of the sums.

(a) 100 + 101 + 102+ ...+ 200
Hint: Write as a difference of two sums starting at 1.

(b) 64+ 81+ 100+ ...+ 361+ 400

(¢) 2416+ 54+ ...+ 1458 + 2000.
Hint: Factor out a 2.

Problem 3.1.21: Consider the recursively defined sequence where
ag =2, a; = 3, and a, 2 = 3a,41 — 2a,.

(a) Find ay through ag.
(b) Guess an explicit formula for a,,.

(c) Write a new recursive definition for this sequence so that a,; depends
only on a,.

Problem 3.1.22: Recall the Fibonacci sequence, which is defined by a; = 1,
az =1, apnyo = apy1 + ay.

(a) Find a; + as, a; + az + as and ai + a3z + as + ar.

(b) Make a conjecture about

n
ay+az+as+---+agp_1 = E agi—q ="
i=1

(c) Repeat part (b) for the even terms of the Fibonacci sequence.
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3.2 Induction

In the previous section, we spent some time making (educated) guesses about the explicit or
recursive definition for a given sequence. A typical problem was the definition of a sequence
via recursion, then a question asking for its corresponding explicit definition. Even when
we were able to provide such an explicit definition, we could only confirm its validity for a
few terms. This was mostly an exhaustive process in which we (manually) computed these
terms using both definitions and compared the results.

In this section we will learn a better way to do this. We will be able to prove that some
explicit formula we’ve guessed actually correctly generates all the terms in a recursively
defined sequence.

Most of us have done the following: Stand a set of dominoes up on end in such a way that
when we push the first one over, it knocks over the second, which in turn knocks over the
third, and so on. In this section we will see a method for proving theorems that is analogous
to that game. The process works as follows.

e Show that the theorem is true for n = 0, n = 1, or perhaps some other starting value.
This is called the base step.

e Show that if the theorem is true for any whole or natural number k, then it holds
for the next k + 1 as well. this is called the inductive step. The assumption that the
theorem is true for £ is called the inductive hypothesis.

e Conclude that the fact must be true for any non-negative number n greater than the
starting value.

This process is formally known as the Principle of Mathematical Induction (which is an
over-arching theorem that is used as the basis of every proof by induction).

The above process is sort of backward from the dominoes. The second item above is like
setting up the dominoes in such a way that each will knock the next over if it goes over. It
says that if the fact is true for 0, then it must be true for 1 as well. And if it is true for 1,
then it is true for 2, and so on. Then we need only start the process, which is the first item
above. That is, we show the fact is true for n = 0 or some other starting value. The process
is called proof by induction.

3.2.1 Induction on Recursive Sequences
Example 3.2.1: Consider the sequence defined recursively by
ap =3, Any1 = Ay +95

Use mathematical induction to prove that a,, = 5n + 3 for every non-negative
integer n.

First, show the base step is true. That is, show a,, = 5n + 3 when n = 0.
5(0)+3=3=ag
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so a, = 5n + 3 holds for n = 0.

Second, for the inductive step, assume that a, = dbn + 3 is true for n = k and show that
it must then be true for n = k + 1. In other words, assume that a; = 5k + 3 (this is the
inductive hypothesis). Then,

ps1 = Qp+5 Recursive definition of the sequence
= ar+1 = (bk+3)+5 Inductive hypothesis
= apy1 = S5(k+1)+3 algebra

Thus a,, = 5n+ 3 being true for n = k leads to it being true for n = £+ 1. Since we have
already shown that the formula holds for n = 0, it must now hold for n = 1. Since it holds
for n = 1 it must hold for n = 2 and so on for every non-negative integer n. [J

Most proofs that use induction begin with one statement which lets the reader know that
the proof that follows is a proof by induction. This is similar to what we did when we were
proving things by contradiction or by the contrapositive. If we don’t let the reader know
what method of proof we intend to use, the default is a direct proof.

Example 3.2.2: Prove that each of the following recursively defined se-
quences has the given explicit formula.

(a) Let ap =1 and a,+1 = 4a,. Prove that a, = 4™.
(b) Let ap = 2 and a,+1 = 3a, — 2. Prove that a,, = 3" + 1.

(c) Let ap = 2 and a,,1 = (a,)% Prove that a, = 2%".

(a) Proof is by induction.
Base: ag=1=4%s0 a, =4" forn =0

Inductive: Assume q; = 4F.

apr1 = 4dag Recursive definition of the sequence
= ap,1 = 4(4%) Inductive hypothesis
= ap = 481 algebra

Hence by the Principle of Mathematical Induction, a,, = 4™ for all n > 0. O

(b) Proof is by induction.
Base: ag=2=3"4+1s0a, =3"+1forn=0
Inductive: Assume aj, = 3¥ + 1.

py1 = 3Bag —2 Recursive definition of the sequence
= a1 = 3(3*+1)—2 Inductive hypothesis
= app1 = 31432 algebra
= a1 = 3141 algebra

Hence by the Principle of Mathematical Induction, a,, = 3" + 1 for all n > 0. O
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(c¢) Proof is by induction.
Base: ag =2 =22 =2's0a, =22" forn=0

. k
Inductive: Assume aj = 22" .

ars1 = (ar)?® Recursive definition of the sequence
= ape1 = (22°)?  Inductive hypothesis
= ap = 222 algeb
k+1 = algebra
= apq = 227 algebra

Hence by the Principle of Mathematical Induction, a,, = 22" for all n > 0. O

Induction can also be used to prove explicit formulas for sequences recursively defined in
terms of the previous two terms.

Example 3.2.3: Prove that the sequence defined by
ag =2, a1 =3, Apio = 3ap41 + 4ay,

has the explicit formula a, = 4" + (—1).

Base: You must check both n = 0 and n = 1 since the inductive step assumes that the
formula holds for the previous two terms.

ap=4"+(-1)0=14+1=2, ay=4"+(-1)'=4-1=3

Inductive: Assume both aj = 4% + (=1)* and agy; = 451 + (=1)**! and then use these
to prove that agyo = 4842 + (—1)k+2,

apro = dagsy + 4ag Recursive definition of the sequence
= 34" + (=1)"1) +4(4* + (-=1)*) Inductive hypotheses
= 3(4F1) — 3(=1)% + 41 + 4(—1)*  algebra
= 4(4F) 4 (—1)F combine like terms
= 4FF2 4 (=1 )k 2 algebra

Hence by the Principle of Mathematical Induction, a, = 4™ + (=1)" for all n > 0. O

3.2.2 Induction on Divisibility

Induction can be used to prove all kinds of statements, some having nothing to do with
recursion. Here we’ll prove some facts about the divisibility of expressions involving a natural
number n.
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Example 3.2.4: Prove that 5" — 1 is divisible by 4 for every n > 1.

Before proceeding to the proof it’s a good idea to convince yourself that it’s true. For
instance if n = 2 then

52 — 1 =24 = 4(6)
So 4|5% — 1. If n = 3 then
53 — 1 =124 = 4(31)

So 4|53 — 1. On to the proof.
Proof is by induction.
Base: Here we start with n = 1. Then 5' — 1 = 4 and certainly 4|4 as required.
Inductive: Assume 4| (5% —1). Thus 5* — 1 = 4l for some integer . We need to show
that 5**! — 1 = 4m for some integer m.
5L — 1 =5(5%) -1 algebra
=5(4l+ 1) — 1 Inductive hypothesis 5* = 4] + 1
=200+5-1 algebra
=4(5l+1) factor out a 4

Thus 5" — 1 = 4m for m = 5 + 1. Hence 4| (5*"* — 1), and by the Principle of
Mathematical Induction 5" — 1 is divisible by 4 for every n > 1. [J

Example 3.2.5: Prove that 8" — 3" is divisible by 5 for every n > 1.

Proof is by induction.
Base: Here we start with n = 1. Then 8! — 3! =5 and 5|5 as required.
Inductive: Assume 5| (8% — 3%). Thus 8% — 3% = 5[ for some integer I. We need to show
that 81 — 351 = 4m for some integer m.
gl _ 3kl — §(8F) — 3(3F) algebra
= 8(3% 4+ 51) — 3(3%) Inductive hypothesis 8¢ = 3% 4 51
= (8 — 3)3% 4 401 algebra
= 5(3% +81) factor out a 5
Thus 81 — 31 = 5m for m = 3% + 8. Hence 5 | (8¥+1 — 3**1) and by the Principle of
Mathematical Induction 8" — 3™ is divisible by 5 for every n > 1. [J

3.2.3 Induction for Series

In section 3.1 we presented Theorems 3.1.7 and 3.1.9 which gave formulas for various sums
depending on the number of terms n. It is our objective in this section to prove such
statements are true for all n using induction. The process is exactly as before. We first need
to show that this formula holds for n = 1. Second we show that if it holds for n = k then it
holds for n = k + 1.

We’ll start with an easier one, then go on to prove one of the theorem sums.
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Example 3.2.6: Prove that

1+3+5+...+(2n—1)=n? n=1,23...

Proof is by induction.
Base: For n = 1 we just have 1 = 12

Inductive: Here we assume that 1 +3 45+ ...+ (2k — 1) = k?, and use it to show that

14+34+5+...+2k+1)=(k+1)%
Using the summation notation our induction hypothesis is

k
ZQj—l

while we're trying to show

k+1

D (25 —1) = (k+1)°
j=1
We start with the left side and hope to get to the right.
k+1
> (2i—1) =1+43+...+2k—1)+2(k+1)—1) definition of sum
j=1
k
Z (2j— 1)+ (2k+1) separating, simplifying the last term
=k2+2k+1 Inductive hypothesis
= (k+1)? factoring

We’ve shown that if the formula is true for n = k then it is true for n = k + 1, so by the
Principle of Mathematical Induction it is true for all n > 1. [J

Example 3.2.7: Prove Theorem 3.1.9(a)

1)(2n + 1
Z] _ et )( ntl) 193

Y

Proof is by induction.

Base:
~ 5 o HA+DO)+1)  (1)(2)3)
23_1_1 and ; = =1
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Thus the formula holds when n = 1.

Inductive: Next we assume that

o, k(k+ D)2k +1)
2=

and show that this leads to

k+1

o (k+1)[(k+1)+1][2(k+ 1)+ 1]
Z] o 6

Jj=1

This one is a little long, so stay with me.
k41

ZJQ =12+224+3%+.- -+ k?>+ (k+1)? definition of sum

- (Z] ) (k+1)? separate the last term
E(k+1)(2k+1
= (k + )6( +1) + (k+ 1) Inductive hypothesis

_ k(E+1)(2k+1) +6(k + 1)

5 Common denominator

_ (k+ 1) (k@2k+1)+6(k+1))
6

factor out k& + 1
_ (k+1)(2k* + Tk 4 6)
N 6

_ B+ 1D)(k+2)(2k+3)
6

_ k+D[(k+1) +1]2(k +1) +1]
6

expand what’s left

factor again

write in terms of k 4+ 1

We’ve shown that if the formula is true for n = k then it is true for n = k + 1, so by the
Principle of Mathematical Induction it is true for all n > 1. [

Note that to get from the the fourth line to the sixth line, we factored first, then expanded
what was left. If we would have expanded the quantity k(k+1)(2k+1)+6(k+1)2, we would
have gotten 2k% + 9k2 + 13k + 6. That’s not so easy to factor!
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We'll finish by proving Theorem 3.1.15 from Section 3.1:

Theorem 3.1.15 For the arithmetic sequence defined recursively by
ar=A, apy1=a,+d
We have that

(a) ap=A+(n—1)d, n=1,2,3...

n

(b) ;ai:Anerd

(a) Proof is by induction.
Base: a3 = A+ (1 —1)d = A as required.

Inductive: Assume ap = A+ (k — 1)d and try to prove ax, 1 = A + kd.

g1 =ap+d definition of arithmetic sequence
=A+ (k—1)d+d Inductive hypothesis
=A+kd algebra

So by the Principle of Mathematical Induction, a, = A+ (n — 1)d for alln > 1. O

(b) Proof is by induction.

Base:

! 1(1—1)
Zai:ale:A(1)+ 5 d
=1

Inductive: Assume
k
k(k—1
S = Ak + FEZD,

: 2

=1
and try to prove that
as (k+ 1)k
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k+1

Zai =ay+as+...
i=1
ai) + Qg1

::<Ak+5@619d)+(A+k@
+k>d
)d

:A@+D+<@%;E>d

+ ag + A1

k

>

i=1

k*—k

— ath 1)+

k* —k + 2k
g (R

Definition of sum

separate last term

Inductive hypothesis and part (a)

algebra

common denominator

factor

So by the Principle of Mathematical Induction the formula is correct for all n > 1. [

We'll omit the proof of Theorem 3.1.17. I did not include it as an official “Problem”, but
it’s a good exercise to consider how you would prove it.

Theorem 3.1.17 For the geometric sequence defined recursively by

apg=A, ani1 =Tay
We have that
(a) a,=Ar", n=0,1,2...
035
P r—1
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3.2.4 Problems

Problem 3.2.8: Prove that each of the following recursively defined se-
quences has the given explicit formula.

(a) Let ap = 3 and a,+; = 2a,. Prove that a, = 3(2)".

(b) Let a; = 3 and a,,; = 2a, + 1. Prove that a,, = 2" — 1.

Problem 3.2.9: Use mathematical induction to prove that n3+2n is divisible
by 3 for all n > 1.

Problem 3.2.10: Use induction to prove the formula you guessed in Prob-
lem 3.1.19 for the sum

n

LR S S = 1
26 12 7 nn+1l) Zili+1)

Problem 3.2.11: Use induction to prove the formulas.

(a) Theorem 3.1.7
n(n + 1)
e

(b) Theorem 3.1.9(b)

-]

Problem 3.2.12:

(a) Use induction to prove your conjecture from Problem 3.1.22(a). You will
need to use the recursion formula for the Fibonacci sequence for the proof,
along with the standard inductive step.

(b) Use induction to prove your conjecture from Problem 3.1.22(b).
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3.3 Characteristics
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