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1 Vector Spaces

Outcome/Performance Criteria:

1. Understand and work with general vector spaces.

(a) Determine whether or not an object is in a given vector space.

(b) Prove that a condition for a vector space holds, or provide a counterexample
that it doesn’t hold.

(c) Find a linear combination of vectors; find a linear combination of some vectors
that equals a given vector.

(d) Determine whether a vector is in the span of a given set of vectors.

(e) Describe the span of a set of vectors.

(f) Determine whether a subset of a vector space is a subspace. If so, prove that
it is; if not, show/explain that it does not contain the zero vector or give a
specific example showing that it is not closed under one of addition or scalar
multiplication.

(g) Determine whether a set of vectors spans a vector space or subspace. If it
doesn’t, give a vector not in the span and prove that it is not.

(h) Determine whether a set of vectors is linearly independent; if so, give a non-
trivial linear combination of them that equals the zero vector or give one as
a linear combination of the others.

(i) Determine whether a set of vectors is a basis for a vector space; if not, tell
why.

(j) Give the representation of a vector with respect to a given basis, and give its
coordinate vector in the appropriate Rn.

(k) Extend a set to a basis or reduce a spanning set to a basis.

(l) For a vector space V with bases B and C, given the coordinate vector of
a vector v ∈ V with respect to B, find the coordinate vector of v with
respect to c.

In Math 341 you worked with vectors in Rn, which generalize your earlier concept of a vector as a quantity in
R2 or R3 having both magnitude and direction. Careful examination of the way we worked with vectors show that
the vectors themselves, along with the way that we add them and multiply them by scalars, have certain properties.
We might ask if there are other objects that behave in the same way, and there are! Since these other objects act in
the same way as vectors in R

n, we will call them vectors as well.
Before giving a formal definition of a vector space, we need to make brief mention of the scalars associated with

a set of vectors. When considering the vector spaces R2, R3 and Rn, the scalars used are always real numbers
R, with the two operations of addition and multiplication (subtraction and division are then defined in terms of
addition and multiplication). The real numbers are the most common example of a mathematical structure called a
field. We will not take the time to define a field more formally, but the other fields we will be mildly interested in
are the field of complex numbers, denoted by C, and the integers modulo two, denoted by Z2. This last field is
described in more detail in Appendix A.
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1.1 Vector Spaces

Performance Criterion:

1. (a) Determine whether or not an object is in a given vector space.

(b) Prove that a condition for a vector space holds, or provide a counterexample
that it doesn’t hold.

The real numbers are the most common example of a mathematical structure called a field. We will not take the
time to define a field more formally, but the other fields we will be mildly interested in are the field of complex
numbers, denoted by C, and the integers modulo two, denoted by Z2. This last field is described in more detail
in Appendix A. Assume that the field of scalars for any vector space is the real numbers, unless told otherwise.

Definition 1.1: Let F be a field and let V be a set of objects which can be added
to each other and multiplied by numbers from F. If, for any u and v in V and
any c and d in F, all of the following properties hold, then we say that V is a
vector space over the field F. We call the elements of V vectors and the elements
of F scalars.

(1) u+ v is in V closure under addition

(2) u+ v = v + u commutativity

(3) (u+ v) +w = u+ (v +w) associativity

(4) There exists an element 0 in V such that u+ 0 = u

additive identity

(5) For each u in V , there is an element −u in V such that u+ (−u) = 0

additive inverses

(6) cu is in V closure under scalar multiplication

(7) c(u+ v) = cu+ cv scalar distributivity

(8) (c+ d)u = cu+ du vector distributivity

(9) c(du) = (cd)u

(10) 1u = u

There are a few classic examples of vector spaces that you should be familiar with.

⋄ Example 1.1(a): Consider the familiar set of all vectors u =

[
u1

u2

]

, whose components u1 and u2 are

real numbers, with the standard componentwise addition and scalar multiplication (with real number scalars).
This is the familiar Euclidean space R

2.

⋄ Example 1.1(b): The Euclidean spaces Rn, defined as in the previous example but with n components,

are the most fundamental vector spaces.

Since the above definition allows things that we aren’t used to thinking of as vectors to be vectors, we sometimes
call vector spaces other than the Euclidean spaces Rn abstract vector spaces or general vector spaces. The remaining
examples are all abstract vector spaces.
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⋄ Example 1.1(c): The complex vector spaces Cn are just like Rn, except that both the components of

vectors and the scalars are complex numbers.

⋄ Example 1.1(d): The spaces Zn
2 are also like Rn, but the vector components and scalars are numbers in

Z2, the integers modulo two.

⋄ Example 1.1(e): Suppose that we consider any two 2× 3 matrices

A =

[
a11 a12 a13
a21 a22 a23

]

and B =

[
b11 b12 b13
b21 b22 b23

]

,

where all of the entries are real numbers. If we use the standard matrix addition and multiplication by a real
scalar c defined by

A+B =

[
a11 + b11 a12 + b12 a13 + b13
a21 + b21 a22 + b22 a23 + b23

]

and cA =

[
ca11 ca12 ca13
ca21 ca22 ca23

]

,

then all of the above properties hold. We denote this vector space by M23. Of course the dimensions of the
matrices don’t matter, and the general spaces Mmn for any natural numbers m and n are defined the same
way.

⋄ Example 1.1(f): If we take any two functions f : R → R and g : R → R and any real number c, we can

define new functions f + g : R → R and cf : R → R by

(f + g)(x) = f(x) + g(x) and (cf)(x) = c[f(x)]

for every real number x. Again, all of the vector space properties hold, so these functions form a vector space.
We refer to this as the space of real valued functions, denoted by F or sometimes F (R).

⋄ Example 1.1(g): If we consider real valued functions defined only on an interval [a, b], such functions

behave exactly as those in the previous example (again with real number scalars), so they are a vector space
that we denote by F [a, b].

⋄ Example 1.1(h): All polynomial functions of degree n or less, where n is any natural number, can

be added and multiplies by scalars in the manner described in Example 1.1(d), and constitute a vector space
denoted by Pn. The set of all polynomials of any degree is also a vector space, denoted by just P.

All of the above examples of vector spaces are fairly “ordinary.” Here is a more unusual one:

⋄ Example 1.1(i): Here we let our vectors be the set of positive real numbers, and the scalars are all real

numbers. For any positive real numbers x and y and any real number c we define addition ⊕ and scalar
multiplication ⊙ by

x⊕ y = xy and c⊙ x = xc.

These two sets of vectors and scalars, along with the defined addition ⊕ and scalar multiplication ⊙ do
indeed meet all of the conditions needed to be a vector space. Let’s prove condition (8):

Let x be any positive real number and let c and d be any real numbers. Then

(c+ d)⊙ x = xc+d = xcxd = xc ⊕ xd = c⊙ x⊕ d⊙ x.
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Section 1.1 Exercises

1. Which of the following are in F? For any that are not, give a closed interval [a, b] for which the function IS

in F [a, b].

(a) f(x) = x2 − x− 2 (b) g(x) =
1

x2 − x− 2
(c) h(x) = sinx

(d) y = tanx (e) f(x) = ex (f) g(x) = |x|

2. The set of all functions F that are continuous for all real numbers is denoted by C . It is itself a vector
space with the same addition and scalar multiplication as defined for F .

(a) Which of the functions from Exercise 1 are in C ?

(b) Consider the function f(x) =







0 if x = 0,
x

|x| if x 6= 0
. Is f in F? Is it in C ?

(c) The functions that are continuous on an interval [a, b] are also a vector space, denoted by C [a, b].
Redefine the function f from part (b) at x = 0 so that it is in C [0, 1].

3. The set of all functions with continuous first derivatives on R or a closed interval [a, b] are denoted by
C 1 and C 1[a, b], respectively. Similarly, C n and C n[a, b] are the sets of with continuous nth derivatives
on R or [a, b]. With the addition and scalar multiplication from F , each of these is a vector space.

(a) Which of the functions from Exercise 1 are in C 1?

(b) For which values of n is the function y = x7/3 in C n[−1, 1]?

4. Consider the set of vectors from R2 with real number scalars, but define the addition of two vectors by

u+ v =

[
u1

u2

]

+

[
v1
v2

]

=

[
u1 + v2
u2 + v1

]

.

(a) Use a sequence of steps like those shown in Example 1.1(i) to show that condition (7) of a vector space
holds.

(b) Give a counterexample showing that condition (2) of a vector space does not hold.

5. Again consider the set of vectors from R2 with real number scalars, but this time define the addition of two
vectors by

u+ v =

[
u1

u2

]

+

[
v1
v2

]

=

[
u1 + v1 + 1
u2 + v2 + 1

]

.

Prove that this is not a vector space by giving a counterexample showing that one of the conditions for a vector
space does not hold.

6. (a) Determine the zero vector for Example 1.1(i).

(b) What is the additive inverse of x for the vector space of Example 1.1(i)?

(c) Prove that conditions (2) and (7) of a vector space hold for the vector space of Example 1.1(i).

7. Suppose that for a vector space V there are two zero vectors 01 and 02 satisfying condition (4) of the
definition of a vector space. Show that it must be the case that 01 = 02.

8. Consider the set of vectors from R2 with real number scalars, but define the addition of two vectors by

u+ v =

[
u1

u2

]

+

[
v1
v2

]

=

[
u1 + v1

0

]

.

This appears to meet all of the conditions for a vector space, but it is in fact not a vector space. Why do you
suppose that is?
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1.2 Linear Combinations and Span of a Set of Vectors

Performance Criterion:

1. (c) Find a linear combination of vectors; find a linear combination of some vectors
that equals a given vector.

(d) Determine whether a vector is in the span of a given set of vectors.

(e) Describe the span of a set of vectors.

The two main operations with vector spaces are addition of vectors and multiplication of vectors by scalars. When
we combine the two we get the most essential concept in linear algebra:

Definition 1.2: A linear combination of the vectors u1,u2, ...,un is a vector

c1u1 + c2u2 + · · ·+ cnun,

where c1, c2, ..., cn are scalars.

⋄ Example 1.2(a): Let p1(x) = x + 1, p2(x) = x2 + 1 and p3(x) = x2 + x. Give the linear combination
5p1 − 2p2 + 4p3.

5p1 − 2p2 + 4p3 = 5(x+ 1)− 2(x2 + 1) + 4(x2 + x) = 5x+ 5− 2x2 − 2 + 4x2 + 4x = 2x2 + 9x+ 3

More often it is the case that we wish to find a linear combination of some vectors equalling a given vector, as
demonstrated in the next example.

⋄ Example 1.2(b): Find a linear combination of the vectors v1 =

[
3

−4

]

and v2 =

[
7

−3

]

that equals

the vector w =

[
1

−14

]

.

We are looking for two scalars c1 and c2 such that c1v1 + c2v2 = w. By the method of Example 3.3(d) we
have

c1

[
3

−4

]

+ c2

[
7

−3

]

=

[
1

−14

]

[
3c1

−4c1

]

+

[
7c2

−3c2

]

=

[
1

−14

]

[
3c1 + 7c2

−4c1 − 3c2

]

=

[
1

−14

]

In the last line above we have two vectors that are equal. It should be intuitively obvious that this can only happen

if the individual components of the two vectors are equal. This results in the system
3c1 + 7c2 = 1

−4c1 − 3c2 = −14
of

two equations in the two unknowns c1 and c2. Solving, we arrive at c1 = 5, c2 = −2. It is easily verified that
these are correct:

5

[
3

−4

]

− 2

[
7

−3

]

=

[
15

−20

]

−
[

14
−6

]

=

[
1

−14

]
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Definition 1.3: The span of a set S = {u1,u2, ...,un} of vectors is the set of all
linear combinations of those vectors. It is denoted span(S).

Note that the set S is finite (with n elements), but span(S) is a set of infinitely many vectors. Generally we will
want to know whether a vector v is in the span of a set S = {u1,u2, ...,un}. To determine this we attempt to
find scalars c1, c2, ..., cn for which

v = c1u1 + c2u2 + · · ·+ cnun.

This will always entail solving a system of equations. We give one example here:

⋄ Example 1.2(c): Determine whether p1(x) = −x2 + 4x− 6 and p2(x) = x2 − 3x+ 2 are in the span of

S = {x2 + x+ 1, x2 − x+ 3}.

For p1, we wish to know whether there are scalars c1 and c2 for which

−x2 + 4x− 6 = c1(x
2 + x+ 1) + c2(x

2 − x+ 3) = (c1 + c2)x
2 + (c1 − c2)x+ (c1 + 3c2)

Equating coefficients of like terms of −x2 + 4x− 6 and (c1 + c2)x
2 + (c1 − c2)x+ (c1 + 3c2) gives the system

c1 + c2 = −1
c1 − c2 = 4

c1 + 3c2 = −6
.

The solution to this system is c1 = 3
2 and c2 = − 5

2 , so p1 is in the span of S, with p1(x) =
3
2 (x

2 + x+ 1)−
5
2 (x

2 − x+ 3). A similar procedure shows that p2 is NOT in span(S). (See Exercise 5).

We will sometimes want to describe in some way the span of a set of vectors. An example of this is shown here:

⋄ Example 1.2(d): Describe the span of the set S =











1
0
0



 ,





0
1
0










.

span(S) is all vectors of the form a





1
0
0



+ b





0
1
0



 =





a
b
0



, or all vectors in R3 whose third coordinate is

zero. This is the xy-pane in R
3.

Section 1.2 Exercises

1. Find a linear combination of p1(x) = x+1, p2(x) = x2+1 and p3(x) = x2+x that equals p(x) = 4x2−4x+2.
Give your final answer in the form p(x) = c1p1(x)+c2p2(x)+c3p3(x) with the values of c1, c2 and c3 inserted.

2. Let S = {A1, A2, A3} =

{[
1 2
3 4

]

,

[
1 1
1 1

]

,

[
1 0
0 1

]}

. Determine whether B =

[
−4 1
2 −7

]

is in

span(S); if it is, give a linear combination of A1, A2, A3 equalling B.

3. Determine whether C =

[
0 1
3 6

]

is in the span of the set S given in Exercise 2, and give a linear combination

of A1, A2, A3 equalling C if it is.
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4. Consider the set S = {x, x2}. Give a polynomial p1(x) that IS in span(S) and another polynomial
p2(x) that IS NOT in span(S).

5. For the vector space of Example 1.1(i), give the linear combination (−3)⊙ 2⊕ 2⊙ 5 as a single number. Give
your answer as a mixed number (integer and fraction).

6. For each of the following, determine whether the vector v is in the span of the set S. If it is, give v as a
linear combination of the vectors in S.

(a) v =







3
−2
−4
1






, S =













1
2
3
4






,







1
−1
1

−1






,







2
0

−3
1













(b) v =





19
10
−1



, S =











3
−1
2



 ,





−5
0
1



 ,





1
7

−4











7. Without doing any computations, explain briefly (use complete sentences!) why the vector v =





−4
2
5



 is

not in the span of S =











−3
0
2



 ,





−5
0
1










.

8. Consider the vectors v1 =







4
1
−3
2






, v2 =







6
0
−1
−5






, v3 =







1
2
3
4






, v4 =







1
5
−4
20






, w =







6.5
3.0
−4.5
2.5






. Determine

whether w can be written as a linear combination of v1, v2, v3 and v4 by doing the following:

(a) Give the vector equation describing what you are attempting to do.

(b) Give the augmented matrix for the system to be solved.

(c) Give the row-reduced form of the augmented matrix.

(d) Conclude by one of the following:

• Writing that there is no linear combination equalling w.

• Giving the unique representation of w in terms of v1, v2, v3 and v4.

• If there is more than one representation of w in terms of v1, v2, v3 and v4, give two specific
representations and the general representation in terms of a parameter t or s.

9. Do parts (c) and (d) above for v1 =







0
3
−1
4






, v2 =







2
−5
0
−2






, v3 =







7
10
−4
1






, v4 =







6
3
5
1






, w =







11.5
4.5
8.0
−7.0







10. Do parts (c) and (d) above for v1 =







4
1
−3
2






, v2 =







6
0
−1
−5






, v3 =







1
2
3
4






, v4 =







1
5
−4
20






, w =







7.5
3.0
3.5
1.0
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1.3 Subspaces

Performance Criterion:

1. (f) Determine whether a subset of a vector space is a subspace. If so, prove that
it is; if not, show/explain that it does not contain the zero vector or give a
specific example showing that it is not closed under one of addition or scalar
multiplication.

Suppose that we have a set S = {u1,u2, ...,un} of vectors, and that both v and w are in span(S). Then
there are scalars c1, c2, ..., cn and d1, d2, ..., dn such that

v = c1u1 + c2u2 + · · ·+ cnun and w = d1u1 + d2u2 + · · ·+ dnun.

Then
v +w = c1u1 + c2u2 + · · ·+ cnun +w + d1u1 + d2u2 + · · ·+ dnun

= (c1 + d1)u1 + (c2 + d2)u2 + · · ·+ (cn + dn)un

From this we can see that v+w is also in span(S); we say that span(S) is closed under addition. A similar
computation would also show that if we multiply any vector in span(S) by a scalar, the result is also in span(S).
This leads us to make the following definition:

Definition 1.4: Let V be a vector space and W a non-empty subset of V . Then
W is a subspace of V if and only if the following conditions hold:

a) the zero vector is in W

b) if u and v are in W , then u+ v is in W

c) if u is in W and c is a scalar, then cu is in W

The implication of the above is that W is itself a “smaller” vector space contained in V . W “inherits” vector
space properties 2, 3, 7, 8, 9, 10 from V , and the other properties follow as a result of the above definition. The
first condition above is actually not necessary as part of the definition of a subspace, because it is automatically
true if the other two are, but we state it because it offers a convenient way to quickly identify subsets that are not
subspaces:

If a subset W of a vector space V does not contain the zero vector, then W is not a subspace of V .

If a subset does contain the zero vector but you do not think it is a subspace, you must prove it by finding a specific
example where showing the set is not closed under either scalar multiplication or addition.

There are two main ways to tell whether a given subset of a vector space V IS a subspace:

1) Show that the set is closed under addition and scalar multiplication, OR

2) Show that the set is the span of a finite set S of specific vectors in V .

If either of those are true, then the zero vector will automatically be included in the subset, making it a subspace.

⋄ Example 1.3(a): Determine whether the set S all vectors of the form





0
a
b



, where a and b represent

real numbers, is a subspace of R
3.

Let’s determine first whether we think S is a subspace. We note first that if a = b = 0 we get the zero vector,
so S contains the zero vector. This doesn’t prove S is a subspace, but we should always perform that check
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first, because if it fails we are done. We should be able to see that if we add two vectors of the given form, the first
component of the resulting vector will be zero, so the set is closed under addition. Similarly, if we multiply a vector
in S by a scalar we will again get a vector in S, so the set is closed under scalar multiplication also. Therefore it
is a subspace.

Although we have accomplished what we wished to, let’s show that S is the span of a set of vectors. If we let
a and b be any scalars, we can see that





0
a
b



 =





0
a
0



+





0
0
b



 = a





0
1
0



+ b





0
0
1



 ,

so S is the span of the set











0
1
0



 ,





0
0
1










, so it is a subspace.

⋄ Example 1.3(b): Consider the set of all vectors in R3 for which at least two of the components are the

same as each other. Is that set a subspace of R3?

We first note that all three components of the zero vector are the same, so the set in question contains the zero
vector. It should also be clear that if we add two vectors for which all three components of each are the same, we’ll
get a vector in which all three components will also be the same. Let’s add two vectors in which exactly two of the
components are the same, but different components for each of the two vectors:





2
2
1



+





3
5
3



 =





5
7
4





This shows that the set in question is not closed under addition, so it is not a subspace. (Note that the set IS closed
under scalar multiplication.)

⋄ Example 1.3(c): Any function for which f(−x) = f(x) is called an even function. Are the even functions

a subspace of F?

Suppose that f and g are even and c is any scalar. We need to show that the functions f +g and cf are even.
By definition, (f + g)(−x) = f(−x)+ g(−x). But f and g are even, so f(−x)+ g(−x) = f(x)+ g(x) which,
in turn, equals (f + g)(x). Therefore (f + g)(−x) = (f + g)(x) and the set of even functions is closed under
addition. By similar reasoning,

(cf)(−x) = c[f(−x)] = c[f(x)] = (cf)(x),

so the even functions are closed under scalar multiplication as well. Thus the set of even functions is a subspace of
F .

Section 1.3 Exercises

1. Determine whether all vectors of each of the following forms is a subspace of R3. For those that are, prove it
by showing that the set satisfies conditions (b) and (c) of the definition. For those that aren’t, argue why the
set does not contain the zero vector or give a specific counterexample showing that the set is not closed under
addition or scalar multiplication.

(a) (b) (c) (d) (e)




a
1
b









a
3a
b









a
a2

a3









a
b
c









0
a
2a
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2. For each of the sets in the previous exercise that ARE subspaces, show that the set is the span of a finite set
of specific vectors.

3. Is the set of vectors of the form

[
a+ bi
a− bi

]

a subspace of C2? Keep in mind that for this space the scalars

are complex numbers.

4. Is the set of polynomials of degree exactly two a subspace of P2?

5. A 2× 2 matrix A is symmetric if it has the form A =

[
a c
c b

]

. Is the set of symmetric matrices in M22 a

subspace of M22?

6. Is the set of polynomials of the form x2 + bx+ c a subspace of P2?

7. Consider the set of all functions f in F for which f(0) = 2. Is this a subspace of F?

8. Consider all of the functions f for which the second derivative exists and f ′′ + f = 0. Is this a subspace of
F?

9. Is the set of all vectors





x
y
z



 with 3x+ z = 0 a subspace of R
3?

10. Is the set of vectors of the form

[
a+ bi

c

]

a subspace of C2? (c is a real number.)

11. Is the set of all functions in F for which f(x) ≥ 0 for all x a subspace of F?

12. Is the set of polynomials of the form ax2 + bx a subspace of P2?

13. Is the set of upper triangular matrices in M22 a subspace of M22?

14. Is the set of matrices in M22 with determinant zero a subspace of M22?

15. We will use the symbol D to represent differentiable functions defined on all real numbers. Is D a subspace
of F?

16. Are periodic functions with period 2π a subspace of F? You may never have seen a formal definition of
periodic, but in this case it means that f(x+ 2π) = f(x) for all values of x.

17. Any function for which f(−x) = −f(x) is called an odd function. Are the odd functions a subspace of F?

18. Consider the set of all functions f in F for which f(2) = 0. Is this a subspace of F?

19. Consider all of the functions f that are continuous on the interval [0, 2π] and for which the second derivative
exists on (0, 2π). Amongst those functions consider the ones for which f ′′ + f = 0 and f(0) = f(2π) = 0.
Is this a subspace of F?

20. Suppose that U and W are subspaces of a vector space V . Show that U ∩W is a subspace of V .

21. Give two subspaces U and W of R2 for which U ∪W is NOT a subspace of R2.

10



1.4 Spanning Sets and Linear Independence

Performance Criteria:

1. (g) Determine whether a set of vectors spans a vector space or subspace. If it
doesn’t, give a vector not in the span and prove that it is not.

(h) Determine whether a set of vectors is linearly independent; if not, give a
nontrivial linear combination of them that equals the zero vector or give one
as a linear combination of the others.

We return now to the idea of the span of a set of vectors, and add a bit to the language.

• Suppose that we have a set S = {u1,u2, ...,un of vectors in some vector space V . If every vector in some
subset W of V can be formed as a linear combination of vectors in S, we say that S spans W .

• If W = span(S), we say that S is a spanning set for W .

As demonstrated at the beginning of this section, the span of any set of vectors in a vector space V is a subspace of
V . We can say more: the span of a set S = {u1,u2, ...,un} of vectors in a vector space V is the smallest subspace

containing all of the vectors in S.
As mathematicians, engineers or scientists, we are often trying to solve problems involving vectors in some specific

subspace W of a larger vector space V . It is usually desirable to have some “small” set of vectors out of which
all of the vectors in our subspace can be “built” using linear combinations. If the set is S = {u1,u2, ...,un} and we
can form some other vector v as a linear combination

v = c1u1 + c2u2 + · · ·+ cnun,

we call c1u1 + c2u2 + · · ·+ cnun the representation of v in terms of S. Using this language, we can now
state our objective more precisely: Given a subspace W of a vector space V , we would like to find a subset S of
W such that

1) every vector in W has a representation in terms of S, and

2) that representation is unique, meaning it is the only one.

The first of these conditions says that the set S spans W . The second condition will be met if the vectors in S are
what we call linearly independent. If those two conditions are met, then S is called a basis for the subspace
W .

Let’s consider first the question of whether a given set spans a particular space.

⋄ Example 1.4(a): The set of matrices of the form

[
0 a
b c

]

is a subspace of M22. Does the set

S =

{[
0 1
0 0

]

,

[
0 0
1 0

]}

span the subspace? If not, give a matrix in the subspace that cannot be obtained

as a linear combination of elements of S. Then, give any additional matrices needed to span the subspace.

A general linear combination of the vectors in S has the form

a

[
0 1
0 0

]

+ b

[
0 0
1 0

]

=

[
0 a
b 0

]

so, for example, the matrix

[
0 1
2 3

]

cannot be obtained by a linear combination of the matrices in the set

S. Therefore S does not span the described set of matrices. It should be clear that if we include the matrix[
0 0
0 1

]

in S, then S will span the described set of matrices.
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⋄ Example 1.4(b): Does the set S = {1, x, x2, x3, x+x3} span P3? If not, give a polynomial in P3 that

cannot be obtained as a linear combination of elements of S.

Any polynomial in P3 has the form p(x) = ax3 + bx2 + cx+ d for scalars a, b, c and d. But this polynomial
is a linear combination of the first four elements of S, so S spans P3.

⋄ Example 1.4(c): Does the set S = {−1 + x+ 2x2, 1 + x+ x2,−3 + x+ 3x2} span P2?

This example is not as straightforward as the previous two. Let’s suppose that the set does span P2 and see if
anything goes wrong. Let ax2 + bx+ c be any polynomial in P2. If S does span P2 there must be constants
c1, c2 and c3 for which

ax2 + bx+ c = c1(−1 + x+ 2x2) + c2(1 + x+ x2) + c3(−3 + x+ 3x2)
= −c1 + c1x+ 2c1x

2 + c2 + c2x+ c2x
2 − 3c3 + c3x+ 3c3x

2

= (2c1 + c2 + 3c3)x
2 + (c1 + c2 + c3)x + (−c1 + c2 − 3c3)

This gives us the system
2c1 + c2 + 3c3 = a
c1 + c2 + c3 = b

− c1 + c2 − 3c3 = c
,

whose augmented matrix and reduced augmented matrices are shown below, with â, b̂ and ĉ representing constants
depending on the original constants a, b and c.





2 1 3 a
1 1 1 b

−1 1 −3 c




rref
=⇒





1 0 2 â

0 1 −1 b̂
0 0 0 ĉ





The last row of the reduced matrix represents the equation 0c1 + 0c2 + 0c3 = ĉ, which is only true if ĉ = 0.
However, ĉ can be nonzero for the right choices of a, b and c, so the system has no solution. Therefore the set
S does not span P3. In the exercises you wil be asked to give a specific polymonial that is not in the sapn of S.

⋄ Example 1.4(d): Does the set S =

{[
1
0

]

,

[
0
1

]}

span C2? If not, give a vector in C2 that cannot

be obtained as a linear combination of elements of S. Then, give any additional vectors needed to span C2.

Remembering again that the scalars for C2 are complex numbers, we see that we can represent any vector
[

a+ bi
c+ di

]

in C
2 by (a+ bi)

[
1
0

]

+ (c+ di)

[
0
1

]

.

Therefore S spans C2.

Linear Independence

We now focus on our desire to have unique representations of vectors in a vector space or subspace in terms of a
set S. Assuming the set S spans the space, in order to have unique representations the vectors in S must be
what we call linearly independent.

Definition 1.5: A set of vectors {u1,u2, ...,uk} in a vector space V is linearly
independent if the only scalars c1, c2, ..., ck for which

c1u1 + c2u2 + · · ·+ ckuk = 0 (1)

are c1 = c2 = · · · = ck = 0. If there are scalars c1, c2, ..., ck, not all of which are zero,
such that (1) is true, then the set {u1,u2, ...,uk} is linearly dependent.
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Note that equation (1) is always true for c1 = c2 = · · · = cn = 0. When working with (1) we will always be led to a
system of equations. If that system has more than one (so infinitely many) solutions, the vectors u1, u2, ..., un are
linearly dependent. If c1 = c2 = · · · = cn = 0 is the only solution, then the vectors are linearly independent.

Now suppose that a set of vectors is linearly dependent. Then by the above, statement (1) is true for some scalars
c1, c2, ..., ck with at least one ci being non-zero. Therefore we can isolate the term ciui on one side of the equation
and then divide both sides by ci (this is where we need it to be non-zero) to obtain ui as a linear combination of
all the other vectors in {u1,u2, ...,uk}. This is expressed in the following theorem.

Theorem 1.6: A set of vectors {u1,u2, ...,uk} in a vector space V is linearly depen-
dent if and only if at least one of the vectors can be expressed as a linear combination
of the others.

⋄ Example 1.4(e): Determine whether the matrices

[
0 1
0 0

]

and

[
0 0
1 0

]

in M22 are linearly in-

dependent or dependent. If they are linearly dependent, give one of them as a linear combination of the
others.

Equation (1) from the definition in this case becomes

c1

[
0 1
0 0

]

+ c2

[
0 0
1 0

]

=

[
0 c1
0 0

]

+

[
0 0
c2 0

]

=

[
0 c1
c2 0

]

=

[
0 0
0 0

]

,

which implies that only c1 = 0 and c2 = 0 makes equation (1) true. Therefore the matrices are linearly
independent.

⋄ Example 1.4(f): Determine whether the polynomials −1 + x + 2x2, 1 + x + x2 and −3 + x + 3x2 are

linearly independent or dependent. If they are linearly dependent, give one of them as a linear combination of
the others.

Here we must solve
c1(−1 + x+ 2x2) + c2(1 + x+ x2) + c3(−3 + x+ 3x2) = 0. (2)

(2) leads to the system of equations and reduced matrix below:

−c1 + c2 − 3c3 = 0
c1 + c2 + c3 = 0
2c1 + c2 + 3c3 = 0





1 0 2 0
0 1 −1 0
0 0 0 0





Here c3 is a free variable (meaning it can have any value). If we let it equal one, then we get c2 = 1 and c1 = −2.
Thus the linear combination

−2(−1 + x+ 2x2) + (1 + x+ x2) + (−3 + x+ 3x2) (3)

is equal to zero, so the three polynomials are linearly dependent. setting (3) equal to zero (which it is) and solving
for the second polynomial gives us

1 + x+ x2 = 2(−1 + x+ 2x2) + (−3 + x+ 3x2).

This gives the second polynomial as a linear combination of the first and third.

In many cases where a set of vectors is linearly dependent, each of them can be written as a linear combination
of the others. In the exercises you will give each of the other two polynomials from the previous example as a linear
combination of the other two.
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⋄ Example 1.4(g): Determine whether the vectors

[
1
−2

]

and

[
−3
6

]

in R
2 are linearly independent

or dependent. If they are linearly dependent, give one of them as a linear combination of the other.

It is not hard to see that

3

[
1
−2

]

+

[
−3
6

]

=

[
0
0

]

,

so the vectors are linearly dependent. Moving the first term of the above equation to the other side gives us

[
−3
6

]

= 3

[
1
−2

]

,

which is the second vector as a (one term) linear combination of the first. Note that we also have

[
1
−2

]

=
1

3

[
−3
6

]

.

The last example illustrates the following: Suppose that we have two vectors u1 and u2 that are linearly
dependent. By the definition there must then exist scalars c1 and c2, not both zero, such that c1u1 + c2u2 = 0.
But if one of the scalars was zero, then the other would have to be as well, so they must both be non-zero. We can
then get c1u1 = −c2u2 and divide both sides by either c1 or −c2 to get either of u1 or u2 as a scalar multiple
of the other. This proves the following:

Theorem 1.7: Two vectors are linearly dependent if and only if they are scalar multi-
ples of each other. Conversely, two vectors are linearly independent if and only if they
are not scalar multiples of each other.

WARNING: When considering a set of more than two vectors,

• if any pair of them are scalar multiples of each other, then the set as a whole is linearly dependent, BUT

• if no pairs of them are scalar multiples of each other, the vectors may still be linearly dependent.

This last point is illustrated by the three polynomials of Example 1.4(f).
The following definition seems a bit strange, but its purpose is to allow us the have the concepts of linear

independence and dependence for infinite sets.

Definition 1.8: A set S of vectors in a vector space V is linearly dependent if
it contains finitely many linearly dependent vectors. S is linearly independent if
every finite subset of S is linearly independent.

We conclude with a couple comments about language. Any set of just one vector is linearly independent, but
that is not a particularly useful fact. Because of this, it rarely or never makes sense to say that just one vector is
linearly independent (or dependent, since it can’t be!). We will say that some vectors (more than one) are linearly
independent or dependent, or that a set is linearly independent or dependent. Also, as there is no other kind of
independence or dependence when working with vectors, we’ll sometimes drop the word “linearly.”
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Section 1.4 Exercises

1. Follow a process like that of Example 1.4(c) to determine whether the set S below spans M22.

S =

{[
1 2
3 4

]

,

[
1 1
1 1

]

,

[
1 0
0 1

]

,

[
3 3
4 6

]}

2. In Example 1.4(b) it was (easily) shown that any polynomial in P3 can easily be represented as a linear
combination of the first four elements of the set S = {1, x, x2, x3, x+ x3}. For example,

5x3 − x2 + 3x+ 2 = 5(x3) + (−1)(x2) + 3(x) + 2(1).

(a) Give the representation of the same polynomial in terms of 1, x, x2 and x+ x3.

(b) Give yet another representation of the same polynomial in terms of 1, x2, x3 and x+ x3.

(c) Parts (a) and (b) illustrates the problem with a set that spans a given space or subspace - each vector in
in the space or subspace may not have a unique representation in terms of the spanning set. The problem
here is that the given set S is not a linearly independent set. Find nonzero values of some of c1, c2, c3,
c4 and c5 for which equation (1) of Definition 1.5 holds.

(d) Demonstrate that Theorem 1.6 holds for the set S = {1, x, x2, x3, x+ x3}. You should be able to do this

without solving a system of equations.

3. Determine whether the three polynomials p1(x) = x2+2x+5, p2(x) = x2−2x+1 and p3(x) = 2x2+x+4 are
linearly independent or dependent. If they are dependent, give a linear combination of them that is equal to
the zero polynomial and give one of them as a linear combination of the others.

4. Determine whether the three polynomials p(x) = 2x2−x+1, q(x) = x2+3x+2 and r(x) = x2+10x+5 are
linearly independent or dependent. If they are dependent, give a linear combination of them that is equal to
the zero polynomial and give one of them as a linear combination of the others.

5. Determine whether the matrices below are linearly independent or dependent. If they are dependent, give a
linear combination of them that is equal to the zero matrix and give one of them as a linear combination of
the others.

A1 =

[
5 7
5 −10

]

, A2 =

[
1 2
3 −4

]

, A3 =

[
0 3
1 2

]

, A4 =

[
1 2
0 0

]

6. Determine whether the matrices below are linearly independent or dependent. If they are dependent, give a
linear combination of them that is equal to the zero matrix and give one of them as a linear combination of
the others.

B1 =

[
1 2
3 1

]

, B2 =

[
1 1
1 1

]

, B3 =

[
2 1
4 2

]

7. For this exercise you will be working with the vector space F . You will not be able to use matrix methods
- you’ll have to simply set up the standard equation and determine whether the desired scalars exist. One of
the two following sets of vectors is linearly dependent. For the set that is, give each function as a linear
combination of the other two.

• f(x) = 3, g(x) = − sin2 x, h(x) = 5 cos2 x • f(x) = x, g(x) = sinx, h(x) = ex
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8. For the previous exercise you should suspect that one of the sets of functions is linearly independent, but
you can’t use matrix methods in the way that you have previously to show that. Instead you have to do the
following.

(a) Set up the standard equation for determining dependence or independence. It will have three unknown
scalars.

(b) The equation from (a) must hold for all values of x. Choose three values of x and substitute each into
your equation from (a), evaluating the functions to three places past the decimal. This will give you three
equations in three unknowns (the scalars). (Write them down, of course!)

(c) Now you have reduced this to a problem that can be solved by matrix methods. Try solving it and
show/tell what happens.

9. See Example 1.4(f) and the comment following it. Give

(a) −1 + x+ 2x2 as a linear combination of 1 + x+ x2 and −3 + x+ 3x2.

(b) −3 + x+ 3x2 as a linear combination of −1 + x+ 2x2 and 1 + x+ x2.

You should use expression (3) of Example 1.4(f) to help you obtain your answers.

10. Determine whether each of the following pairs of vectors in R
2 are linearly independent or dependent. If they

are dependent, give each as a scalar multiple of the other (see Theorem 1.7).

(a)

[
−6
4

]

and

[
3
2

]

(b)

[
−6
4

]

and

[
9
−6

]

11. Three sets of vectors, in the spaces R2, P2 and M22, are shown below. You should be able to determine by
inspection that two of them are linearly dependent (one is harder to see than the other). Test the third to see
if it is linearly independent or dependent.

S1 =











−3
−1
2



 ,





4
7
0



 ,





1
6
2










S2 = {x2 − 5x+ 2, 3x− 1, 7}

S3 =

{[
1 2
3 4

]

,

[
1 1
1 1

]

,

[
1 0
0 1

]

,

[
3 6
9 12

]}

12. Give a polynomial in P2 that is not in the span of the set S = {−1+ x+ 2x2, 1 + x+ x2,−3 + x+ 3x2} of
Example 1.4(c) and demonstrate that it is not in the span of the set.

13. Does the set S = {1− 2x + x2,−1 + x − x2, 2 + x − x2} span P2? If not, give a polynomial in P2 that
cannot be obtained as a linear combination of elements of S. Then, give any additional polynomials needed
to span P2.
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1.5 Bases of Spaces and Subspaces

Performance Criteria:

1. (i) Determine whether a set of vectors is a basis for a vector space; if not, tell
why.

(j) Give the representation of a vector with respect to a given basis, and give its
coordinate vector in the appropriate Rn.

(k) Extend a set to a basis or reduce a spanning set to a basis.

Although R2 and R3 both contain infinitely many points, R3 is in some sense “bigger” than R2. This idea
is made more precise by the fact that all vectors in R2 can be obtained by linear combinations of two non-parallel
vectors in R

2, but in R
3 it takes three vectors not in the same plane to obtain all vectors in R

3 as linear
combinations of those vectors. This thinking leads us directly to the concepts of a basis for a vector space and the
dimension of a vector space. A basis for a vector space V is a “minimal” set of vectors for which the span (set of
all linear combinations) is all of V . Such a set must be linearly independent.

Definition 1.9: A subset B of a vector space V is a basis for V if

1) B spans V and

2) B is linearly independent

⋄ Example 1.5(a): The vectors e1 =

[
1
0

]

and e2 =

[
0
1

]

are a basis for R2. The computation
[

a
b

]

= a

[
1
0

]

+ b

[
0
1

]

shows that they span R2, and Theorem 1.7 tells us that they are linearly

independent. This basis is called the standard basis for R
2.

⋄ Example 1.5(b): The vectors u1 =

[
3
−1

]

and u2 =

[
2
5

]

can be shown to span R2, and Theorem

1.7 again indicates that they are linearly independent. Therefore B = {u1,u2} is a basis for R2.

The above examples indicate that a vector space can have more than one basis!

⋄ Example 1.5(c): The polynomials p1(x) = x2 − 7 and p2 = x2 + 1 are not a basis for P2 because

they don’t span P2. It is easily seen that the polynomial p3(x) = 5x in P2 cannot be written as a linear
combination of p1 and p2.

⋄ Example 1.5(d): The polynomials p1(x) = 2x+ 1 and p2 = x − 3 and p3(x) = 5x are not a basis for

P1. They span P1, but they can be shown to be linearly dependent.

Later we will see that there are some other ways to determine whether a set is a basis for a given space without
actually checking to see if the set spans the space and is a linearly independent set. Before going on, we should
mention why the concept of a basis is so important. Our goal when working in a particular vector space or subspace
is to find a “small” set of vectors out of which all vectors of interest can be formed as linear combinations. That is
not all that we want, however. When we go to represent a vector in the space of interest as a linear combination of
vectors in the “small” set, we want there to be only one way to do it. The following tells us that a basis meets that
requirement.
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Theorem 1.10: Let V be a vector space and let B be a basis for V . For every
vector v in V , there is exactly one way to write v as a linear combination of the
basis vectors in B.

The following theorem establishes a relationship between a vector space with a basis containing n elements and
the Euclidean space Rn.

Definition 1.11: Let B = {v1,v2, ...,vn} be a basis for a vector space V . Let v be
a vector in V , and write v = c1v1 + c2v2 + · · ·+ cnvn. Then c1, c2, ..., cn are called
the coordinates of v with respect to B, and the column vector

[v]B =








c1
c2
...
cn








is called the coordinate vector of v with respect to the basis B.

A vector space for which the scalars come from the field R is called a real vector space, and if the scalars for a
vector space come from C the vector space is called a complex vector space. The coordinate vector of a vector
in a real vector space is an element of some Rn and the coordinate vector of a vector in a complex vector space is
an element of Cn for some value of n.

The following theorem can be used to easily rule out certain sets as bases for a vector space.

Theorem 1.12: Let B = {v1,v2, ...,vn} be a basis for a vector space V . Then

a) any set of more than n vectors in V must be linearly dependent

b) any set of fewer than n vectors in V cannot span V

⋄ Example 1.5(e): The set

S1 =

{[
1 0
0 0

]

,

[
0 1
0 0

]

,

[
0 0
1 0

]

,

[
0 0
1 0

]}

is easily shown to span M22 and to be linearly independent, so it is a basis for M22. (In fact, it is the
standard basis for that space.) The set

S2 =

{[
1 2
3 4

]

,

[
1 1
1 1

]

,

[
−3 4
1 7

]}

has fewer than four elements, so it cannot be a basis for M22. Note that this set IS linearly independent - the
problem is that they don’t span M22.

⋄ Example 1.5(f): The set B = {1, x, x2, x3} is the standard basis for P3. The set S2 = {1, x, x2, x3, x+

x3} is not a basis because it contains more polynomials that the standard basis so it is a linearly dependent
set.
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Dimension of a Vector Space

We all have an intuitive sense of what the dimensions of the vector spaces Rn are, but we need to define it
formally if we are going to use that language. We want to say that it is the number of vectors in a basis, but that
could be ambiguous because a vector space can have many bases. The following theorem resolves that problem.

Theorem 1.13: If a vector space V has a basis with n vectors, then every basis for
V has exactly n vectors.

Now we can make the definition we want:

Definition 1.14: If a basis for a vector space V consists of n vectors, we say that
V has dimension n, or that it is an n-dimensional vector space

There are a couple special cases which we define as follows:

• The dimension of the zero vector space {0} is defined to be zero.

• A vector space that has no finite basis is called infinite-dimensional.

The following theorem allows us to determine whether or not a set is a basis for a vector space without checking
both conditions of the definition, assuming we know the dimension of the space.

Theorem 1.15: Let V be a vector space with dim V = n. Then

a) any linearly independent set of vectors in V contains at most n vectors

b) any spanning set of V contains at least n vectors

c) any linearly independent set of exactly n vectors in V is a basis for V

d) any spanning set for V containing exactly n vectors is a basis for V

e) any linearly independent set in V can be extended to a basis in V

d) any spanning set for V can be reduced to a basis for V

Theorem 1.16: Let W be a subspace of a finite-dimensional vector space V . Then

a) W is finite-dimensional and dim(W ) ≤ dim(V )

b) dim(W ) = dim(V ) if and only if W = V

Before continuing, let’s make an important point: Other than the trivial subspace, a subspace of a vector space
whose field is the real or complex numbers always contains infinitely many vectors. However, a basis for any subspace

of a finite-dimensional space contains finitely many vectors.
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Section 1.5 Exercises

1. For each of the following sets in the given vector space or subspace, determine whether the set is a basis. If it
is not, tell why not. Answer with brief sentences like “S is a basis” or “S is not a basis because ...”

(a) The set S = {x2, x2 + x, x2 + x+ 1} in P2.

(b) The set S
{[

1 2
3 4

]

,

[
1 1
1 1

]

,

[
−3 4
1 7

]

,

[
0 1
1 0

]

,

[
1 0
0 1

]}

in M22.

(c) The set S = {x2 − 2x+ 1,−x2 + 2x− 1, x2 + 4x− 5} in P2.

(d) The set S =













−3
0
2
5






,







1
4

−7
−2






,







9
10
3
6













in R
4.

(e) The set S =











−3
0
2



 ,





1
4

−7



 ,





9
10
3










in R3.

2. (a) What is the dimension of Rn? (b) What is the dimension of Pn?

(c) What is the dimension of Mmn?

3. (a) There is an obvious basis for P, the set of polynomials of all degrees. Give it, using ... “notation.”

(b) C = {1, 1 + x, 1 + x+ x2, 1 + x+ x2 + x3, ...} is also a basis for P. Give the representation of

p(x) = 4x3 − x2 + 5x+ 2

in terms of C. This means to write your answer as

4x3 − x2 + 5x+ 2 = c1(1) + c2(1 + x) + · · · .

You should be able to do this without solving a system of equations - see if you can figure
out how.

(c) Give the coordinates [p(x)]C of p(x) with respect to C.

(d) What is the dimension of P?

4. Earlier we determined that the set of all upper triangular matrices in M22 is a subspace of M22.

(a) Give a basis B1 for that subspace. Make it so that all the entries of every matrix in the basis are either
one or zero.

(b) Give another basis B2 for the subspace, also consisting of matrices only containing ones and zeros.

(c) Give yet another basis B3 for the subspace, also consisting of matrices only containing ones and zeros.

(d) Give the coordinate vectors of the matrix A =

[
−4 1
0 2

]

with respect to each of the three bases you

have given. You should label each answer as [A]Bk
, for k = 1, 2, 3.

(e) What is the dimension of the set of upper triangular matrices in M22?

5. We also determined that the set of all symmetric matrices in M22 is a subspace of M22.

(a) Find a basis C1 for that subspace.
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(b) Find another basis C2 for that subspace.

(c) Find one more basis C3 for that subspace.

(d) Give the coordinate vectors for the vector B =

[
3 −2

−2 1

]

with respect to each of the three bases you

have given.

(e) What is the dimension of the subspace?

6. Consider the set {1 + x, 1 + x2, x+ x2, 1 + x+ x2} of polynomials in P2.

(a) Using a sentence or two, give a brief explanation of why this set must be linearly dependent. Be sure
to use the word dimension in your answer.

(b) Give one of the polynomials as a linear combination of the others.

7. Look at Exercises 18, 20, 22, 24 of Section 6.2 (page 461). For each that IS NOT a basis, write a short sentence
or two telling why it is not.

8. The set B =

{[

1 0

0 1

]

,

[

0 1

1 0

]

,

[

1 1

1 0

]

,

[

1 1

0 1

]}

is a basis for M22. Find the coordinate vector

for the matrix A =

[

1 2

3 4

]

with respect to B. Denote your answer by the correct notation [A]B.
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1.6 Change of Basis

Performance Criteria:

1. (l) For a vector space V with bases B and C, given the coordinate vector of
a vector v ∈ V with respect to B, find the coordinate vector of v with
respect to c.

The following example will result in some coordinate vectors that we’ll use to illustrate the main idea of this section.

⋄ Example 1.6(a): Find the coordinate vectors of p(x) = 2x2 − 5x + 1 with respect to the two bases

B = {x2 + x, x2 + 1, x+ 1} and C = {x2, x2 + x, x2 + x+ 1}.

We begin by writing p(x) as linear combinations of the basis elements of each basis and regrouping:

2x2 − 5x+ 1 = b1(x
2 + x) + b2(x

2 + 1) + b3(x+ 1) = (b1 + b2)x
2 + (b1 + b3)x+ (b2 + b3)

2x2 − 5x+ 1 = c1(x
2) + c2(x

2 + x) + c3(x
2 + x+ 1) = (c1 + c2 + c3)x

2 + (c2 + c3)x+ c3

Setting like coefficients equal gives us the systems

b1 + b2 = 2
b1 + b3 = −5

b2 + b3 = 1

c1 + c2 + c3 = 2
c2 + c3 = −5

c3 = 1

Solving these we obtain

[p(x)]B =





b1
b2
b3



 =





−2
4

−3



 and [p(x)]C =





c1
c2
c3



 =





7
−6
1





Suppose that for some vector u in an n-dimensional vector space V we have a coordinate vector [u]B with
respect to a basis B, and we wish to obtain the coordinate vector [u]C with respect to another basis C. Given
that we are trying to transform one vector into another, it would seem reasonable that there is an n × n matrix
A such that A[u]B = [u]C . The key to figuring out how to build the matrix A is the following:

Linear Combination Form of a Matrix Times a Vector

The product of a matrix A and a vector x is a linear combination of the columns of A,
with the scalars being the corresponding components of x. Letting a1, a2, ..., an denote
the columns of A,

Ax = x1 a1 + x2 a2 + · · ·+ xn an.

Let’s let [u]B =








b1
b2
...
bn







. Applying the the result in the box to A[u]B = [u]C we have

A[u]B = b1 a1 + b2 a2 + · · ·+ bn an = [u]C (1)
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for any vector u ∈ V . Letting B = {v1,v2, ...,vn}, we note that v1 = 1v1 +0v2 + · · ·+0vn, so [v1]B =








1
0
...
0







.

Replacing u in (1) with v1, we have b1 = 1, b2 = b3 = · · · = bn = 0 and

A[v1]B = 1a1 + 0 a2 + · · ·+ 0 an = [v1]C .

Thus a1 = [v1]C and we would find that, similarly, ak = [vk]C for k = 1, 2, 3, ..., n. We have proved the following:

Theorem 1.17: Let V be an n-dimensional vector space with bases B and C,
where B = {v1,v2, ...,vn}. The matrix [P ]B,C whose columns are the vectors
[v1]C , [v2]C , · · · , [vn]C is the change of basis matrix from B to C. That is, for
any u ∈ V

[P ]B,C [u]B = [u]C .

⋄ Example 1.6(b): Find the change of basis matrix with respect to the two bases B = {x2+x, x2+1, x+1} and

C = {x2, x2 + x, x2 + x + 1} for P2. Then apply it to the coordinate vector of p(x) = 2x2 − 5x + 1 with
respect to B found in Example 1.6(a) to find [2x2 − 5x+ 1]C .

We need to find the coordinate vector with respect to C for each element if B. We can see that the first element

of B is the same as the second element of C, so [x2 + x]C =





0
1
0



. Then we set

x2 + 1 = c1(x
2) + c2(x

2 + x) + c3(x
2 + x+ 1) = (c1 + c2 + c3)x

2 + (c2 + c3)x+ c3,

from which we can see that c3 = 1, so c2 = −1 and c1 = 1. Thus [x2 + 1]C =





1
−1
1



. The same process

gives us [x+ 1]C =





−1
0
1



, so we now have [P ]B,C =





0 1 −1
1 −1 0
0 1 1



 and

[2x2 − 5x+ 1]C = [P ]B,C [2x
2 − 5x+ 1]B =





0 1 −1
1 −1 0
0 1 1









−2
4

−3



 =





7
−6
1



 .

The last result agrees with the coordinate vector [2x2 − 5x+ 1]C found in Example 1.6(a).

It would seem that if the matrix [P ]B,C “converts” a coordinate vector with respect to B to the corresponding
coordinate vector with respect to C, then the inverse of that matrix should convert a coordinate vector with respect
to C to the corresponding coordinate vector with respect to B. Of course not every matrix has an inverse, but in
this case there is an inverse and it does what we would think it should.

Theorem 1.18: Let V be an n-dimensional vector space with bases B and C and
change of basis matrix [P ]B,C from B to C. Then [P ]B,C is invertible, and its
inverse is the change of basis matrix from C to B. That is,

[P ]−1
B,C = [P ]C,B.
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Section 1.6 Exercises

1. The sets B = {1, 1 + x, 1 + x2} and C = {x, 1 + x, x− x2} are bases for P2. Let q(x) = 2− 5x+ 3x2.

(a) Find [q(x)]B . This can be done by some arithmetic, so no work need be shown.

(b) Find [q(x)]C , showing a linear combination equation and a system of equations that you are using to find
the coordinate vector.

(c) Find the change of basis matrix [P ]C,B. You should be able to find the columns of the matrix in the
same manner that you did part (a). Text your answer by seeing if it changes your answer to (b) to your
answer to (a).

(d) Use some sort of technology and Theorem 1.18 to find the matrix [P ]B,C . Verify that it changes your
answer to (a) to your answer to (b).

2. For this exercise let B be the standard basis B = {1, x, x2} for P2, in that order, and let C = {x, 1+x, x−x2}.
Find [P ]C,B.

3. The sets B =

{[
1 1
0 0

]

,

[
0 1
0 1

]

,

[
1 0
0 1

]}

and C =

{[
1 1
0 1

]

,

[
1 1
0 0

]

,

[
0 1
0 1

]}

are bases for

the upper triangular matrices in M22. Find the change of basis matrices [P ]B,C and [P ]C,B.

4. Consider the three sets B1 =

{[
1

−2

]

,

[
−3
6

]}

, B2 =

{[
1
2

]

,

[
2
1

]}

, B3 =

{[
−1
2

]

,

[
4
1

]}

in R2.

(a) One of the sets is not a basis for R2. Which one is it, and why? How can you tell?

(b) Find both change of basis matrices between the two sets that are bases for R2.
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1.7 Chapter 1 Exercises

We say that a function f is an even function if f(−x) = f(x) for all values x in the domain of the function.
A function is an odd function if f(−x) = −f(x) for all x in the domain of f .

1. Determine whether each of the following functions is even, odd, or neither by computing f(−x) and seeing if
it is equal to f(x), −f(x) or neither.

f(x) = 8x3 − 2x , g(x) = 2x3 + x2 + 5 , h(x) = x2 + 5

2. Use a few test values to speculate as to whether the sine and cosine functions are even, odd, or neither. Show
your results and give a sentence or two telling how you arrived at your conclusion.

3. Graph sine, cosine, and any of the functions from Exercise 1 that you found to be even or odd. What is special
about the graphs of even functions? Of odd functions?

4. A natural question to ask is whether a function can be even and odd at the same time. Can you find such a
function?

5. Suppose that a is some number greater than zero. Integrate all odd functions in Exercises 1 and 2 from
−a to a. State a conjecture about the integral of any odd function from −a to a, and explain how the
results from Exercise 3 support your conjecture.

6. Integrate all even functions from Exercises 1 and 2 from −a to a, then from 0 to a. Explain your results
in terms of Exercise 3 again.

7. Do some experimenting with your functions from Exercises 1 and 2 to make conjectures about

(a) the product of two even functions,

(b) the product of two odd functions,

(c) the product of an even function and an odd function.

How does this relate to even and odd numbers? Think this through a bit - can you give some sort of explanation

of why this might be the case?

8. Let f be any function defined for all real numbers, and define two more functions

g(x) =
f(x) + f(−x)

2
and h(x) =

f(x)− f(−x)

2
. (1)

(a) Verify each of the following algebraically:

• g(x) + h(x) = f(x) • g is even • h is odd

(b) Go online and open an application called Desmos (just type that in the bar at the top and you should get
it). Click Start Graphing and do the following:

• Enter the function f(x) = (x3 + 4x+ 2)e−x2

. Zoom in until the interesting part of the graph takes
up most of the window. Is f odd? Even?

• Enter g on the next line, exactly as given in (1) above. Does it appear to be even, as claimed/proven?

• Enter h on the next line. Does it appear to be odd?

• On the next line enter y = g(x) + h(x). What happens?
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2 Linear Transformations

Outcome/Performance Criteria:

2. Understand and work with linear transformations of general vector spaces.

(a) Determine whether a given transformation is linear.

(b) Given the action of a linear transformation on basis vectors, find the linear
transformation of any vector.

(c) Determine whether a given vector is in the kernel or range of a linear trans-
formation. Describe the kernel and range of a linear transformation.

(d) Determine whether a transformation is one-to-one; determine whether a
transformation is onto.

(e) Given formulas for two transformations, find the composition of them applied
to a specific vector, find a formula for the composition.

(f) Determine whether two transformations are inverses.

(g) Determine whether a transformation is invertible, and find its inverse if it is.

(h) Determine the matrix of a linear transformation T : V → W with respect
to bases B and C of V and W , respectively.

(i) Determine the matrix of a composition of linear transformations, determine
the matrix of the inverse of a transformation.

When you were young your mathematical education consisted primarily of learning about numbers and their
operations. Later you took algebra, followed by trigonometry and some calculus. All of those courses were about
functions, which take in numbers and give out numbers. Numbers are the objects, functions are the things that act
on those objects.

In the study of linear algebra, vectors are analogous to numbers; they are the objects that we work with. When
studying linear algebra, the objects that take the place of functions are called transformations. Really, all that
transformations are is functions that act on vectors rather than numbers. It is useful to have a different name for
them, especially in the case that the “vectors” under consideration are really functions, like those in the vector space
F .

We are particularly interested in a kind of transformation called a linear transformation. We found in the last
chapter that any “vector” in a finite dimensional vector space can in fact be represented by a true vector in some
Rn, called a coordinate vector. In this chapter we will see that if a transformation on a finite dimensional space is
in fact linear, then its action can be defined by multiplication of coordinate vectors by a matrix.
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2.1 Transformations and Linear Transformations

Performance Criteria:

2. (a) Determine whether a given transformation is linear.

(b) Given the action of a linear transformation on basis vectors, find the linear
transformation of any vector.

Any process (function) that takes one vector and creates from it another vector (not necessarily in the same vector
space) is called a transformation. We are most interested in transformations that behave “nicely,” as described
below. The study of linear transformations is really the “central core” of the subject of linear algebra.

Definition 2.1: A linear transformation from a vector space V to a vector space
W is a mapping T : V → W such that, for all u and v and all scalars c,

a) T (u+ v) = T (u) + T (v)

b) T (cu) = cT (u)

It is worth taking a moment to think about what the above is saying. The first part says that if we add two vectors
in V and transform the result to W , we could obtain the same final result by transforming the two vectors to
W first, then adding them. The second part says that if we multiply by a scalar in V and then transform to W ,
the same result can be obtained by first transforming the vector to W and then multiplying by the same scalar.

⋄ Example 2.1(a): Determine whether T : R3 → R2 defined by T









x1

x2

x3







 =

[
x1 + x2

x2 − x3

]

is linear. If it

is, prove it in general; if it isn’t, give a specific counterexample.

First let’s try a specific scalar c = 2 and two specific vectors u =





1
2
3



 and v =





4
−5
6



. (I threw the negative

in there just in case something funny happens when everything is positive.) Then

T









1
2
3



+





4
−5
6







 = T





5
−3
9



 =

[
2

−12

]

and

T





1
2
3



+ T





4
−5
6



 =

[
3

−1

]

+

[
−1

−11

]

=

[
2

−12

]

so the first condition of linearity appears to hold. Let’s prove it in general. Let u =





u1

u2

u3



 and v =





v1
v2
v3



 be

arbitrary (that is, randomly selected) vectors in R3. Then

T (u+ v) = T









u1

u2

u3



+





v1
v2
v3







 = T





u1 + v1
u2 + v2
u3 + v3



 =

[
u1 + v1 + u2 + v2

(u2 + v2)− (u3 + v3)

]

=
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[
u1 + u2 + v1 + v2

(u2 − u3) + (v2 − v3)

]

=

[
u1 + u2

u2 − u3

]

+

[
v1 + v2
v2 − v3

]

= T





u1

u2

u3



+ T





v1
v2
v3



 = T (u) + T (v)

This shows that the first condition of linearity holds in general. Let u again be arbitrary, along with the scalar c.
Then

T (cu) = T



c





u1

u2

u3







 = T





cu1

cu2

cu3



 =

[
cu1 + cu2

cu2 − cu3

]

=

[
c(u1 + u2)
c(u2 − u3)

]

= c

[
u1 + u2

u2 − u3

]

= cT





u1

u2

u3



 = cT (u)

so the second condition holds as well, and T is a linear transformation.

⋄ Example 2.1(b): Define T : M22 → M22 by T

([
a b
c d

])

=

[
a c
b d

]

. Is T linear?

All that T does is switch two entries of a matrix, so it would seem we could either add, then switch, or switch then

add. Same with multiplying by a scalar. Let’s prove T is linear. Let A =

[
a11 a12
a21 a22

]

and B =

[
b11 b12
b21 b22

]

be

in M22. Then

T (A+B) = T

([
a11 a12
a21 a22

]

+

[
b11 b12
b21 b22

])

= T

([
a11 + b11 a12 + b12
a21 + b21 a22 + b22

])

=

[
a11 + b11 a21 + b21
a12 + b12 a22 + b22

]

=

[
a11 a21
a12 a22

]

+

[
b11 b21
b12 b22

]

= T

([
a11 a12
a21 a22

])

+ T

([
b11 b12
b21 b22

])

= T (A) + T (B)

Thus T satisfies the first condition of a linear transformation. Taking c to be any scalar and A as above,

T (cA) = T

(

c

[
a11 a12
a21 a22

])

= T

([
ca11 ca12
ca21 ca22

])

=

[
ca11 ca21
ca12 ca22

]

= c

[
a11 a21
a12 a22

]

= cT (A),

showing that T meets the second condition of a linear transformation. Thus T is in fact a linear transformation.

⋄ Example 2.1(c): Define T : P2 → R2 by T (ax2 + bx+ c) =

[
ab
bc

]

. Is T linear?

It is a bit harder to visualize how T would interact with addition in this case, so let’s just try in on

p(x) = 3x2 − 5x+ 1 and q(x) = x2 + 2x+ 3.

We see that

T [p(x) + q(x)] = T [(3x2 − 5x+ 1) + (x2 + 2x+ 3)] = T (4x2 − 3x+ 4) =

[
−12
−12

]

28



and

T [p(x)] + T [q(x)] = T (3x2 − 5x+ 1) + T (x2 + 2x+ 3) =

[
−15
−5

]

+

[
2
6

]

=

[
−13

1

]

,

so T [p(x) + q(x)] 6= T [p(x)] + T [q(x)] and T is not a linear transformation.

The facts given by the following theorem are things we would likely take for granted, but they can be proven from
the definition.

Theorem 2.2: Let T : V → W be a linear transformation. Then

a) T (0) = 0

b) T (−v) = −T (v) for all v in V

c) T (u− v) = T (u)− T (v)

Together the two conditions in the definition of a linear transformation give us the fact that any linear combination
of vectors can be formed in V and transformed to W , or all the vectors can first be transformed to vectors in
W before the same linear combination is formed. Either way, the result is the same. The next theorem says this a
bit more formally!

Theorem 2.3: T : V → W is a linear transformation if and only if

T (c1v1 + c2v2 + · · ·+ ckvk) = c1T (v1) + c2T (v2) + · · ·+ ckT (vk)

for all v1,v2, ...,vk in V and all scalars c1, c2, ..., ck.

Suppose, in particular, that the vectors v1,v2, ...,vk in the above theorem constitute a basis or V . Then every
vector in V can be written as a unique linear combination of those vectors. If we have a linear transformation
T and we know what it does to each of v1,v2, ...,vk, then the above theorem says that we then know what T does
to every vector in V .

⋄ Example 2.1(d): The set S
{[

1 0
0 0

]

,

[
0 1
0 0

]

,

[
0 0
1 0

]

,

[
0 0
0 1

]}

is a basis for M22. Suppose

that T : M22 → P2 is a linear transformation such that

T

([
1 0
0 0

])

= 3x, T

([
0 1
0 0

])

= x2 + x, T

([
0 0
1 0

])

= x− 2, T

([
0 0
0 1

])

= 5.

Find T

([
3 −1
5 2

])

.

We can see that [
3 −1
5 2

]

= 3

[
1 0
0 0

]

−
[

0 1
0 0

]

+ 5

[
0 0
1 0

]

+ 2

[
0 0
0 1

]

Therefore, by Theorem 2.3,

T

([
3 −1
5 2

])

= T

(

3

[
1 0
0 0

]

−
[

0 1
0 0

]

+ 5

[
0 0
1 0

]

+ 2

[
0 0
0 1

])

= 3T

([
1 0
0 0

])

− T

([
0 1
0 0

])

+ 5T

([
0 0
1 0

])

+ 2T

([
0 0
0 1

])

= 3(3x)− (x2 + x) + 5(x− 2) + 2(5)

= −x2 + 13x
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⋄ Example 2.1(e): The set B = {x2 + x, x2 + 1, x + 1} is a basis for P2. Suppose that for the linear

transformation T : P2 → R2 we have

T (x2 + x) =

[
−2
5

]

, T (x2 + 1) =

[
1
3

]

, T (x+ 1) =

[
4
4

]

.

Find T (8x2 + x+ 3).

We must first find a representation of 8x2 + x + 3 in terms of the basis polynomials. To do that we set up the
equation

c1(x
2 + x) + c2(x

2 + 1) + c3(x+ 1) = 8x2 + x+ 3,

which leads to the system of equations
c1 + c2 + = 8
c1 + c3 = 1

c2 + c3 = 3

The solution to the system is c1 = 3, c2 = 5 and c3 = −2. Therefore

T (8x2 + x+ 3) = T [3(x2 + x) + 5(x2 + 1)− 2(x+ 1)]

= 3T (x2 + x) + 5T (x2 + 1)− 2T (x+ 1)]

= 3

[
−2
5

]

+ 5

[
1
3

]

− 2

[
4
4

]

=

[
−6
15

]

+

[
5

15

]

−
[

8
8

]

=

[
−14
22

]

Section 2.1 Exercises

1. Define T : P2 → P2 by T (ax2 + bx+ c) = ax2 + (b+ c)x+ (a+ b+ c). Is T linear?

2. Let D represent all the functions in F that are differentiable at all values of x. Define T : D → F by
[T (f)](x) = f ′(x). Is T linear?

3. Define T : M22 → R by T (A) = det(A). Is T linear?

4. Define T : F → F by [T (f)](x) = f(x) + 3. Is T linear?

5. Define T : F → F by [T (f)](x) = 3f(x). Is T linear?

6. Define T : C [a, b] → R by T (f) =

∫ b

a

f(x) dx. Is T linear?

7. Recall that the transpose AT of a matrix A is the matrix whose columns are the rows of A. Define
T : M23 → M32 by T (A) = AT . Is T linear?

8. The trace of a square matrix is the sum of the diagonal entries of the matrix. Define T : M22 → R by
T (A) = trace(A). Is T linear?

9. Define T : P2 → R by T [p(x)] = p(1). Is T linear?

10. Define T : P2 → R by T [p(x)] = p(0). Is T linear?
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11. Let A =

[
3 −1

−4 0

]

and define a transformation T : R2 → R
2 by Tx = Ax. Prove that T is a linear

transformation.

12. B =

{[
1 0
0 0

]

,

[
1 1
0 0

]

,

[
1 1
0 1

]}

is a basis for the upper triangular matrices in M22, and

T : M22 → R2 is a linear transformation for which

T

([
1 0
0 0

])

=

[
−1
5

]

, T

([
1 1
0 0

])

=

[
2
3

]

, T

([
1 1
0 1

])

=

[
4

−6

]

.

Find T

([
7 −4
0 3

])

.

13. C = {x2 + x, x2 + 1, x+ 1} is a basis for P2 and S : P2 → P2 is a linear transformation for which

S(x2 + x) = 3x+ 1, S(x2 + 1) = 7, S(x+ 1) = x2 − 3.

Find S(2x2 − 5x+ 2).

14. B =











0
1
1



 ,





1
0
1



 ,





1
1
0










is a basis for R

3 and T : R3 → R
3 is a linear transformation for which

T









0
1
1







 =





1
2
3



 , T









1
0
1







 =





−4
5

−2



 , T









1
1
0







 =





5
3

−1



 .

Find T









7
2
−5







.

For any n, the derivative
dn

dxn
is a linear transformation from C n to C n−1. We can form an nth-order

differential operator by taking a linear combination of derivatives of order n and lower (including the “zeroth”
derivative, which is just the function being operated on). Such differential operators are linear transformations,
and we usually denote them by D. In your differential equations course you worked with a number of first- and

second-order differential operators like D =
d2

dx2
+ 4

d

dx
+ 3, whose action on a function y ∈ C 2 is defined by

D(y) =

(
d2

dx2
+ 4

d

dx
+ 3

)

(y) =
d2y

dx2
+ 4

dy

dx
+ 3y. (1)

15. For the differential operator (1), find D(x2 + 3x− 1), D(e5x) and D(sin 2x).

16. When we attempt to solve the ODE (ordinary differential equation) y′′ + 4y′ + 3y = 5 sin 3x we are looking
for a function y for which D(y) = 5 sin 3x. Do the following to find y:

(a) Assume that y = A sin 3x+B cos 3x for some constants A and B. Apply D to this guess, being sure
to use the chain rule!

(b) Get your answer to (a) in the form E sin 3x + F cos 3x (where E and F are expressions containing
A and B) and set it equal to what we want it to be, 5 sin 3x.

(c) Equating like terms in your result from (b), we see that E = 5 and F = 0, giving two equations in the
unknowns A and B solve for A and B, giving your answers as fractions.

(d) Give the function y for which D(y) = 5 sin 3x.
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17. Continue to use the operator D given in (1).

(a) Letting y = Cert for some constants C and r, find D(y).

(b) Is(Are) there any value(s) of r for which D(y) = 0? If so, what are they?

(c) Give three different solutions to the differential equation y′′ + 4y′ + 3y = 0.

18. Let A =

[
3 −1

−4 0

]

and define the transformation T : R2 → R2 by T (x) = Ax. Prove that T is linear.

19. For this exercise T is the same as in the previous exercise.

(a) Let u =

[ −1

1

]

, v =

[
1

2

]

, w =

[
1

4

]

. Find T (u), T (v) and T (w).

(b) Given a transformation T , any vector x for which T (x) = λx for some constant λ is called an
eigenvector of T with eigenvalue λ. Are any of u, v and w eigenvectors? If so, what is the
corresponding eigenvalue for each that is an eigenvector?

20. If D is a differential operator, any function f for which D(f) = λf for some constant λ is called an
eigenfunction with eigenvalue λ.

(a) Let D be the first derivative. Give an eigenfunction for that operator with eigenvalue −3.

(b) Now let D be the second derivative. Find two eigenfunctions with eigenvalue four.

(c) Again letting D be the second derivative, find two eigenfunctions with eigenvalue −4.

21. A very important ODE in many applications is y′′ + λ2y = 0. Note that this can be rearranged to get
y′′ = −λ2y, which says that any y that is a solution to the differential equation is an eigenfunction with
eigenvalue −λ2.

(a) Give the eigenfunctions of the second derivative with eigenvalue −λ2.

(b) (Challenge) Let S be the subset of C 2[0, 2π] consisting of functions y = f(x) that have continuous
second derivatives and for which f(0) = f(2π) = 0. It can be shown that this set is a subspace of
C 2[0, 2π]. Determine ALL eigenfunctions of the second derivative with eigenvalue −λ2 that are in S.

22. Let B =

[ √
3
2 − 1

2

1
2

√
3
2

]

and define S : R2 → R2 by S(x) = Bx. Let u =

[
4

0

]

, v =

[ −3

1

]

, w =

[
3

4.5

]

.

(a) Find Bu, Bv and Bw, with their components as decimals
to the nearest tenth.

(b) Plot and label u, v, w, Bu, Bv and Bw on the R2 coordinate
grid to the right.

(c) What does the matrix B seem to do to every vector?

(d) The entries of B should look familiar to you. What is special

about 1
2 and

√
3
2 ?

5

5

x

y
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2.2 Kernel and Range of a Linear Transformation

Performance Criteria:

2. (c) Determine whether a given vector is in the kernel or range of a linear trans-
formation. Describe the kernel and range of a linear transformation.

(d) Determine whether a transformation is one-to-one; determine whether a
transformation is onto.

When working with transformations T : Rm → Rn, you found that any linear transformation can be represented
by multiplication by a matrix. At some point after that you were introduced to the concepts of the null space and
column space of a matrix. In this section we present the analogous ideas for general vector spaces.

Definition 2.4: Let V and W be vector spaces, and let T : V → W be a
transformation. We will call V the domain of T , and W is the codomain of T .

Definition 2.5: Let V and W be vector spaces, and let T : V → W be a linear

transformation.

• The set of all vectors v ∈ V for which Tv = 0 is a subspace of V . It is called
the kernel of T , and we will denote it by ker(T ).

• The set of all vectors w ∈ W such that w = Tv for some v ∈ V is called the
range of T . It is a subspace of W , and is denoted ran(T ).

It is worth making a few comments about the above:

• The kernel and range “belong to” the transformation, not the vector spaces V and W . If we had another
linear transformation S : V → W , it would most likely have a different kernel and range.

• The kernel of T is a subspace of V , and the range of T is a subspace of W . The kernel and range “live
in different places.”

• The fact that T is linear is essential to the kernel and range being subspaces.

Time for some examples!

⋄ Example 2.2(a): T : M22 → R2 defined by T

([
a b
c d

])

=

[
a+ b
c+ d

]

is linear. Describe its kernel and

range and give the dimension of each.

It should be clear that T

([
a b
c d

])

=

[
0
0

]

if, and only if, b = −a and d = −c. The kernel of T is

therefore all matrices of the form
[

a −a
c −c

]

= a

[
1 −1
0 0

]

+ c

[
0 0
1 −1

]

.

The two matrices

[
1 −1
0 0

]

and

[
0 0
1 −1

]

are not scalar multiples of each other, so they must be linearly

independent. Therefore the dimension of ker(T ) is two.
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Now suppose that we have any vector

[
a
b

]

∈ R
2. Clearly T

([
a 0
b 0

])

=

[
a
b

]

, so the range of T is all

of R2. Thus the dimension of ran(T ) is two.

⋄ Example 2.2(b): T : P1 → P1 defined by T (ax+ b) = 2bx− a is linear. Describe its kernel and range

and give the dimension of each.

T (ax + b) = 2bx − a = 0 if, and only if, both a and b are zero. Therefore the kernel of T is only the zero
polynomial. By definition, the dimension of the subspace consisting of only the zero vector is zero, so ker(T ) has
dimension zero.

Suppose that we take a random polynomial cx+ d in the codomain. If we consider the polynomial −dx+ 1
2c in

the domain we see that
T (−dx+ 1

2c) = 2(12c)x− (−d) = cx+ d.

This shows that the range of T is all of P1, and it has dimension two.

⋄ Example 2.2(c): T : P2 → P2 defined by T (ax2+bx+c) = ax2+(b+c)x+(a+b+c) is linear. Describe

its kernel and range and give the dimension of each.

If T (ax2 + bx+ c) = ax2 +(b+ c)x+(a+ b+ c) = 0, then clearly a = 0 and c = −b. Thus the kernel of T is
the set of all polynomials of the form bx− b = b(x− 1). This set has dimension one (x− 1 is a basis).

The range of T is all polynomials of the form ax2 + (b+ c)x+ (a+ b+ c). If we let b+ c = d, this is then the
polynomials of the form ax2+ dx+(a+ d) = a(x2 +1)+ d(x+1). The range of T therefore has dimension two.

Definition 2.6: Let T : V → W be a linear transformation. The nullity of T is the
dimension of the kernel of T , and the rank of T is the dimension of the range of T .
They are denoted by nullity(T ) and rank(T ), respectively.

Examples 2.2(a),(b) and (c) illustrate the following important theorem, usually referred to as the rank theorem.

Theorem 2.7: Let T : V → W be a linear transformation. Then

rank(T ) + nullity(T ) = dim(V ),

where dim(V ) is the dimension of V .

The next theorem can be useful in determining the rank of a transformation.

Theorem 2.8: Let T : V → W be a linear transformation and let B = {v1, ...,vn} be
a spanning set for V . Then T (B) = {T (v1), ..., T (vn)} is a spanning set for the range
of T .
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Definition 2.9: Let T : V → W be a transformation. T is said to be onto if for
every w ∈ W there is a v ∈ V such that T (v) = w.

⋄ Example 2.2(d): Consider the transformation T : P2 → P2 defined by T (ax2 + bx + c) = ax2 + (b +

c)x+ (a+ b+ c) is linear. Is this transformation onto?

Consider the polynomial x2 + x + 1 in the codomain P2, and suppose that there is a polynomial p(x) =
ax2 + bx+ c such that T [p(x)] = x2 + x+ 1. Then

T [p(x)] = T (ax2 + bx+ c) = ax2 + (b + c)x+ (a+ b+ c) = x2 + x+ 1,

resulting in the system of equations a = 1, b+ c = 1 and a+ b+ c = 1. Clearly, adding the first two equations
gives a result that contradicts the third equation, so this system has no solution. Therefore there is no polynomial
p(x) in the domain such that T [p(x)] = x2 + x+ 1, so T is not onto.

⋄ Example 2.2(e): Define T : P1 → R2 by T (ax+ b) =

[
3a− b
a+ 2b

]

. Is T onto?

Let

[
e
f

]

be given. We see that

T

[(
2e+ f

7

)

x+

(
3f − e

7

)]

=






3
(

2e+f
7

)

−
(

3f−e
7

)

(
2e+f

7

)

+ 2
(

3f−e
7

)




 =






6e+ 3f − 3f + e

7
2e+ f + 6f − 2e

7




 =

[
e
f

]

.

This shows that if we are given a w ∈ R2 we can find a polynomial p(x) ∈ P1 for which T [p(x)] = w, so T is
onto.

One might wonder how to even know whether a transformation is onto. The following theorem, which is essentially
just a restatement of the definition, can be useful:

Theorem 2.10: Let T : V → W be linear transformation. T is onto if and only if
ran(T ) = W .

If it is clear that the range of a transformation is all of the codomain, then we can tell if it is onto. Also, if we
know what a typical element of the range looks like, then we can more easily construct examples showing that a
transformation is not onto. In Example 2.2(c) we found that the range of the transformation from Example 2.2(d)
was polynomials of the form ax2 + dx+(a+ d). To get our counterexample we merely needed to find a polynomial
in P2 such that the constant term was not the sum of the coefficients of x2 and x.

Definition 2.11: Let T : V → W be a transformation. T is said to be one-to-one
if Tu = Tv implies u = v. Equivalently, u 6= v implies Tu 6= Tv.

The second of the above two conditions is perhaps easier to use to get a feeling for whether a transformation is
one-to-one and is easiest for presenting a counterexample for a transformation that is not one-to-one, but the first is
generally easier for proving that a transformation is one-to-one. We’ll see this in the following examples.
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⋄ Example 2.2(f): T : P1 → P1 defined by T (ax+ b) = 2bx− a is linear. Is it one-to-one?

It should be fairly clear that if we have two different elements in the domain, their transformations should be two
different elements in the codomain. Now suppose that T (ax+ b) = T (cx + d). Applying T to each side gives
us 2bx− a = 2dx− c and equating coefficients gives us 2b = 2d and −a = −c. These imply that b = d and
a = c, so ax+ b = cx+ d. Therefore T is one-to-one.

⋄ Example 2.2(g): T : M22 → R2 defined by T

([
a b
c d

])

=

[
a+ b
c+ d

]

is linear. Is it one-to-one?

It seems like two different matrices in M22 could give us the same vector in R2, so T is probably not linear. In

fact, if A =

[
1 0
2 0

]

and B =

[
0 1
0 2

]

, then A 6= B but T (A) =

[
1
2

]

= T (B), so T is not one-to-one.

Now suppose that T : V → W is linear, ker(T ) = 0 and Tu = Tv. Subtracting Tv from both sides gives
us Tu− Tv = 0 and, because T is linear, T (u− v) = 0. but ker(T ) = 0, so u− v must be zero, giving us
u = v. This shows that if ker(T ) = 0, then T is one-to-one.

Conversely, suppose that (for the same linear transformation T ) T is one-to-one, and let v be some vector in
ker(T ). Because v ∈ ker(T ), Tv = 0. By Theorem 2.2(a), T (0) = 0 also, so Tv = T (0). But because T is
one-to one, we must have v = 0, so the kernel of T consists of only the zero vector.

The above two paragraphs prove this:

Theorem 2.12: A linear transformation T : V → W is one-to-one if and only if
ker(T ) = 0.

Section 2.2 Exercises

1. Define T : V → W , where V = W = M22, by T

([
a b
c d

])

=

[
a 0
0 d

]

. T is linear.

(a) Give a matrix A that is in the kernel of T , and a matrix B that is in the range of T .

(b) Give the general form of a matrix in ker(T ), then write it as a linear combination of specific matrices,
as done in Example 2.2(a). What is the dimension of ker(T )? Give a basis for ker(T ).

(c) Repeat part (b) for ran(T ).

(d) What are dim(V ), rank(T ) and nullity(T )? Is Theorem 2.7 satisfied?

(e) Give two matrices A and B with A 6= B, but T (A) = T (B). What does this tell us about T ?

(f) Give a matrix B in M22 for which there is no A in V = M22 such that T (A) = B. What does this
tell us about T ?

2. Let’s define the set D22 to be the set of diagonal 2× 2 matrices in M22. That is

D22 =

{[
a 0
0 b

]
∣
∣
∣
∣
∣
a, b ∈ R

}

.

It is not hard to show that D22 is a subspace. If we define T as in Exercise 1 with V = M22 and W = D22,
is T one-to-one? Is T onto?
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3. Now define T : V → W as in Exercise 1, but let W = M22 and

V =

{[
a b
a b

]
∣
∣
∣
∣
∣
a, b ∈ R

}

.

Is T one-to-one? Is T onto?

The previous two exercises illustrate the fact that whether a transformation T : V → W is one-to-one or onto
depends not only on the “action” of T , but on the sets V and W as well. The same situation exists when
working with functions. Consider the function f(x) = x2, which we generally consider to be not one-to one because,
for example f(−2) = f(2) = 4, and not onto because there is no x for which f(x) = −5. This is because
we are thinking f as being defined from the real numbers to the real numbers. Note, however, that if we define
f : R → [0,∞) then f becomes onto, and it can be made one-to-one by defining f : [0,∞) → [0,∞).

4. Let V = W = P2 and let T : V → W be the derivative operator. That is, for any p ∈ P2, [T (p)](x) = p′(x).

(a) Suppose that we know p(x). Do we then know p′(x) for certain?

(b) If we know p′(x) do we know p(x) for certain?

(c) Give a specific polynomial in ker(T ). Then give the form of a general element of ker(T ) and write it as a
linear combination of specific elements of P2. Then give a basis B for ker(T ) and give its dimension,
which can be denoted dim(ker(T )).

(d) Repeat (c) for ran(T ).

(e) Is T one-to-one? If not, give two elements p, q ∈ P2 for which p 6= q but T (p) = T (q).

(f) Is T onto? If not, give an element q of P2 for which there is no p ∈ P2 with [T (p)](x) = q(x).

(g) Do your answers to (e) and (f) change if W = P1? If so, how?

5. Define T : M22 → M22 by T

([
a b
c d

])

=

[
d c
b a

]

. In this exercise you will be led through proofs that

T is both one-to-one and onto.

(a) Let B =

[
a b
c d

]

be in the codomain M22. Demonstrate that there is a matrix A in the domain

M22 for which T (A) = B. Begin by saying “Let A = .... This shows that any element of the codomain
comes from applying T to some element of the domain M22, so T is onto.

(b) Now begin with “Let A =

[
a11 a12
a21 a22

]

and B = · in M22 be such that T (A) = T (B).” Proceed

from there to show that A = B. Here are two hints:

• What do you need to show in order for A and B to be equal?

• Find T (A) and T (B) and set them equal - then proceed from there.

For Exercises 6 through 10, discuss the kernel and range of the given transformation. Give the rank and nullity for
each and tell whether they are one-to one or onto, backing yourself with a proof, counterexample, or reference to a
theorem.

6. Define T : P2 → P2 by [T (p)](x) = x2p′′(x).

7. Define T : P2 → R2 by T (p) =

[
p(0)
p′′(0)

]

.

8. Define T : M22 → R by T (A) = trace(A). (Recall that the trace is the sum of the diagonal elements.)
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9. Define T : M22 → R
2 by T

([
a b
c d

])

=

[
a+ d
b+ d

]

.

10. Define the linear differential operator D : P2 → P2 by D =
d

dx
+ 3.

11. Answer each of the following as its own exercise, with no connection to the previous ones.

(a) Suppose that T : V → W is linear, and that dim(V ) = 5, dim(W ) = 3 and nullity(T ) = 2. What is
rank(T )? If possible, tell whether T is one-to-one, and whether it is onto.

(b) Suppose that T : V → W is linear, and that dim(V ) = 5 and rank(T ) = 4. What is nullity(T )?
Give an inequality telling what you know about dim(W ). If possible, tell whether T is one-to-one, and
whether it is onto.

(c) T : V → W is linear and rank(T ) = 4. Give two inequalities telling what you then know about
dim(V ) and dim(W ). If possible, tell whether T is one-to-one, and whether it is onto.

(d) T : V → W is linear and rank(T ) = 4. Give any inequalities that you can about dim(V ) and dim(W ).
If possible, tell whether T is one-to-one, and whether it is onto.

We now return to the concept of differential operators. In Exercise 17 of the previous section you found that, for
the differential operator D : C 2 → C 2 defined by

D(y) =

(
d2

dx2
+ 4

d

dx
+ 3

)

(y) =
d2y

dx2
+ 4

dy

dx
+ 3y, (1)

both D(e−3x) = 0 and D(e−x) = 0. We now have a new way of describing this: Both e−3x and e−x are in the

kernel of D. It is easily shown that any function of the form

y = C1e
−3x + C2e

−x, (2)

where C1 and C2 are constants, is in the kernel of D. The functions e−3x and e−x are independent, and there
is a theorem in differential equations that tells us that a second order differential operator like D has exactly two
independent solutions. Thus those two functions form a basis for the kernel of D and every solution of D(y) = 0 has
the form (2).

In Exercise 16 of the previous section you looked for a function y for which D(y) = 5 sin 3x (D still being
the operator given in (1) above), and found that y = − 1

6 sin 3x − 1
3 cos 3x is such a function. This tells us that

5 sin 3x is in the range of the operator D.

12. For the following, take D to be the differential operator defined in (1).

(a) Show that 4e2x is in the range of D by applying D to y = Ce2x to find a value of C for which
D(Ce2x) = 5e2x.

(b) Show that 2x − 5 is in the range of D by assuming that D(Ax + B) = 2x − 5 for some values of
A and B.

13. Now take D to be the differential operator defined by

D(y) =

(
d

dx
+ 2

)

(y) =
dy

dx
+ 2y (3)

for any y ∈ C 1. The kernel of D in this case consists of only one linearly independent function. Find a basis
for the kernel by assuming that D(y) = 0 for y = ert, where r is some to be determined constant. When
done, give the form of any element of the kernel of D.
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2.3 Compositions and Inverses of Transformations, Isomorphisms

Performance Criteria:

2. (e) Given formulas for two transformations, find the composition of them applied
to a specific vector, find a formula for the composition.

(f) Determine whether two transformations are inverses.

(g) Determine whether a transformation is invertible, and find its inverse if it is.

For almost any mathematical operation, the inverse is of prime importance to us. Since linear transformations are
functions, we must treat the concept of the composition of two linear transformations before talking about inverses.

Definition 2.13: If T : U → V and S : V → W are transformations, then the
composition of S with T is the transformation denoted by S ◦ T and defined by

(S ◦ T )(u) = S(T (u))

for every u in U .

⋄ Example 2.3(a): Let S : R3 → P2 defined by S









a
b
c







 = ax2 + (a + b)x + (a + b + c) and

T : P2 → P1 be defined by T [p(x)] = p′(x). Find any of (S ◦ T )(x2 + 5x− 1), (T ◦ S)(x2 + 5x− 1),

(S ◦ T )









5
−2
3







, (T ◦ S)









5
−2
3







 that are possible.

We note in the above definition that the codomain of the first transformation to act must be the domain of the
second transformation to act. Because of that, T ◦ S exists and S ◦ T does not. Note, however, that because
S acts first, T ◦ S is only defined for elements of R3. Therefore (T ◦ S)(x2 + 5x− 1) is meaningless and does
not exist. We CAN find

(T ◦ S)









5
−2
3







 = T (5x2 + 3x+ 6) = 10x+ 3. (1)

⋄ Example 2.3(b): Let S and T be as in the previous example. Find a formula for (T ◦ S)









a
b
c







.

Here we simply carry out the computation (1) above for a general element of R3:

(T ◦ S)









a
b
c







 = T
[
ax2 + (a+ b)x+ (a+ b + c)

]
= 2ax+ (a+ b).

Thus, for any





a
b
c



 we have (T ◦ S)









a
b
c







 = 2ax+ (a+ b).
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Definition 2.13 is meaningful even if one (or both) of S and T is not linear. In the case that both are linear, it
should be no surprise that the composition is as well:

Theorem 2.14: If T : U → V and S : V → W are linear transformations, then
S ◦ T : U → W is a linear transformation.

Now we can define an inverse of a linear transformation:

Definition 2.15: A linear transformation T : V → W is invertible if there is a linear
transformation T ′ : W → V such that

(T ′ ◦ T )v = v for all v ∈ V and (T ◦ T ′)w = w for all w ∈ W

In this case, T ′ is called an inverse for T .

⋄ Example 2.3(c): Let S : R2 → P1 by S

([
a
b

])

= (b − a)x + (2a − b) and T : P1 → R
2 by

T
[
p(x)

]
=

[
p(1)
p(2)

]

. Determine whether S and T are inverses.

Let p ∈ P1. Then p(x) = ax+ b for some a, b ∈ R and

[
(S ◦ T )(p)

]
(x) = S[T (p(x)] = S

([
a+ b
2a+ b

])

=
[
(2a+ b)− (a+ b)

]
x+
[
2(a+ b)− (2a+ b)

]
= ax+ b

Now let

[
a
b

]

∈ R2. We see that

(T ◦ S)
([

a
b

])

= T

[

S

([
a
b

])]

= T
[
(b− a)x+ (2a− b)

]
=

[
(b− a) + (2a− b)
2(b− a) + (2a− b)

]

=

[
a
b

]

.

The above two computations show that S and T are inverses of each other.

The next theorem allows us to replace an inverse of T with the inverse of T .

Theorem 2.16: If T is an invertible linear transformation, then its inverse is unique.
That is, there is only one inverse of T and we denote it by T−1.

We generally wish to know the inverses of any transformations of interest to us, if they happen to be invertible. In
some cases it is fairly easy to find the inverse of a transformation, as shown below.

⋄ Example 2.3(d): T : P1 → P1 defined by T (ax+ b) = 2bx− a is linear and invertible. Give the inverse

transformation T−1.

Because in this case V = W = P1, T−1 is a mapping from P1 to P1 and we can write T−1(ax+b) = cx+d.
But then T (cx+ d) = ax+ b and, by applying T we have

T (cx+ d) = 2dx− c = ax+ b.

Equating like terms we get a = 2d and b = −c. We then solve for c and d to get the output cx+ d of T−1:

T−1(ax + b) = −bx+ a
2 .
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Let’s summarize the method used in the last example to find the inverse T−1 : W → V of a transformation
T : V → W . This works when V and W are any of Pn, R

n and Mmn:

(1) Create a general w ∈ W and a general v ∈ V for which T−1w = v.

(2) It must be the case that, for the general v and w of (1), that Tv = w. Apply T to v and set the result
equal to w.

(3) You should now be able to equate like terms/entries to solve for constants in v.

(4) T−1w = v for the general w of part (1) and the v determined in (3) is the desired inverse.

Before seeking an inverse, we might wish to make sure that one exists. Here’s a theorem that can be helpful in
that regard:

Theorem 2.17: A linear transformation T : V → W is invertible if and only if T is
one-to-one and onto.

The following theorem will soon be handy.

Theorem 2.18: Suppose that dim(V ) = dim(W ) = n and T : V → W is linear.
Then T is one-to-one if and only if it is onto.

Definition 2.19: A one-to-one and onto linear transformation T : V → W is called
an isomorphism. If there is an isomorphic from one vector space to another, the two
spaces are said to be isomorphic.

⋄ Example 2.3(e): Show that P2 and R3 are isomorphic by showing that there is an isomorphism

T : P2 → R
3.

First we note that B =
{
x2, x, 1

}
is a basis for P2 and C =











1
0
0



 ,





0
1
0



 ,





0
0
1










is a basis for R2,

so both have dimension three. Define T : P2 → R2 by T (ax2 + bx + c) =





a
b
c



; T can easily be shown to

be linear. For any v =





d
e
f



 in R
3, T (dx2 + ex + f) = v, so T is onto. By Theorem 2.18, T is also

one-to-one, so it is an isomorphism.

As you might guess, the above example illustrates a more general result:

Theorem 2.20: A vector space V has dimension n if and only if it is isomorphic to
Rn.
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In particular, if V is an n-dimensional vector space with basis B, the mapping that takes v to its coordinate
vector [v]B is an isomorphism from V to Rn.

Section 2.3 Exercises

1. Define the transformations R : R2 → P1, S : P1 → R
2 and T : P1 → P1 by

R

([
a
b

])

= (b − a)x+ (2a− b), S
[
p(x)

]
=

[
p(1)
p(2)

]

, T (ax+ b) = 2bx− a.

(a) T ◦R is from what space to what space? How about S◦T ? Give your answers in the form T ◦R : V → W .

(b) Give a formula for T ◦R. (c) Give a formula for S ◦ T .

2. Define R : P2 → P2, S : M22 → P2 and T : R3 → P2 by [R(p)](x) = x2p′′(x),

S

([
a b
c d

])

= (a+ b)x2 + (b+ c)x+ (c+ d), T









a
b
c







 = ax2 + (a+ b)x+ (a+ b+ c)

(a) There are six potentially possible compositions of the two transformations. List them all in the form
R ◦ S.

(b) For any of the compositions that ARE possible, write a statement of the form R ◦S : V → W indicating
the spaces that the composition maps from and to.

(c) Give formulas for each of the compositions that do exist.

3. Consider the transformations T and T−1 (both from P1 to P1) of Example 2.3(d), defined by
T (ax+ b) = 2bx−a and T−1(ax+ b) = −bx+ a

2 . Compute both (T ◦T−1)(ax+ b) and (T−1 ◦T )(ax+ b) to
verify that the transformations are in fact inverses. Show all steps as done in Example 2.3(c).

4. Let S : R3 → P2 and T : P2 → R3 be defined by

S









a
b
c







 =
1

2
cx2 + (b− c)x+ (a− b− c), T

[
p(x)

]
=





p(1)
p′(1)
p′′(1)



 .

Determine whether S and T are inverses.

5. Let A =

[
2 5
1 3

]

and B =

[
3 −5

−1 2

]

, and define S : R2 → R2 by S(x) = Ax and T : R2 → R2 by

T (x) = Bx. Determine whether S and T are inverses.

6. Let T : R3 → P2 defined by T









a
b
c







 = ax2 + (a + b)x + (a + b + c). Find a formula for the inverse

function T−1.

7. Find a formula for the inverse of S : P2 → R3 defined by S
[
p(x)

]
=





p(0)
p′(0)
p′′(0)



 .

8. How do we know that S : M22 → P2 defined by S

([
a b
c d

])

= (a + b)x2 + (b + c)x + (c + d) is not

invertible?
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2.4 The Matrix of a Linear Transformation

Performance Criteria:

2. (h) Determine the matrix of a linear transformation T : V → W with respect
to bases B and C of V and W , respectively.

(i) Determine the matrix of a composition of linear transformations, determine
the matrix of the inverse of a transformation.

When you were in Math 341 you found that every linear transformation T : Rm → Rn could be performed by
multiplying elements in Rm by an n ×m matrix A. When dealing with more general vector spaces as we have
been, the “vectors” aren’t necessarily vectors in the “standard” sense of a vector in some Rn. However, suppose
that we have two vector spaces V and W of dimensions m and n, and having bases B and C, respectively.
Every vector v ∈ V has a coordinate vector [v]B ∈ Rm and every w ∈ W has a coordinate vector [w]C ∈ Rn also.
Given a linear transformation T : V → W , there is then a matrix A that performs the action of T in the sense
given by the following theorem.

Theorem 2.21: Suppose that V and W are finite dimensional vector spaces with
bases B and C, and T : V → W is a linear transformation. Then there exists a
matrix A such that for every v ∈ V

A[v]B = [Tv]C

If B = {v1,v2, ...,vn}, then the columns of A are the coordinate vectors
[Tv1]C , [Tv2]C , ..., [Tvn]C . The matrix A is often denoted [T ]B,C.

⋄ Example 2.4(a): The transformation S : P2 → R2 defined by [S(p)](x) =

[
p(0)
p(1)

]

is linear, and

B = {1, x, x2} and C =

{[
1
1

]

,

[
1
0

]}

are bases for P2 and R2. Find [T ]B,C.

First we see that T (1) =

[
1
1

]

, T (x) =

[
0
1

]

and T (x2) =

[
0
1

]

, and we can determine that [T (1)]C =

[
1
0

]

,

[T (x)]C =

[
1

−1

]

and [T (x2)]C =

[
1

−1

]

. Therefore [T ]B,C =

[
1 1 1
0 −1 −1

]

.

⋄ Example 2.4(b): Let p(x) = 3x2 − 6x + 2. Verify that the matrix from the previous example works as

described in the theorem, by finding [T ]B,C[p(x)]B and [T [p(x)]]C and seeing that they are equal.

We see that [p(x)]B =





2
−6
3



 and [T ]B,C[p(x)]B =

[
1 1 1
0 −1 −1

]




2
−6
3



 =

[
−1
3

]

. We also have

T [p(x)] =

[
2

−1

]

and we can see that (−1)

[
1
1

]

+ (3)

[
1
0

]

=

[
2

−1

]

, so [T [p(x)]]C =

[
−1
3

]

.

A couple comments are in order:

• The matrix [T ]B,C is unique. • If W = V and C = B, we write [T ]B.
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The next example illustrates that sometimes we can determine the matrix of the transformation without using the
method described in Theorem 2.21.

⋄ Example 2.4(c): For the transformation D : P2 → P1 given by D[p(x)] = p′(x) and the basis B =

{1, x, x2} for P2 and C = {1, x} for P1, find [T ]B,C.

If p(x) = ax2 + bx+ c, then p′(x) = 2ax+ b and [p(x)]B =





a
b
c



, [p′(x)]C =

[
2a
b

]

. We then need to find

a matrix A such that A[p(x)]B = [p′(x)]C . A must be 2× 3 and we can think of

A[p(x)]B =

[
∗ ∗ ∗
∗ ∗ ∗

]




a
b
c



 =

[
2a
b

]

.

Now we need only to visualize what the first row would look like to obtain 2a, the first coordinate of [p′(x)]C ,

and similarly for the second row. From this we can see that the desired matrix is [T ]B,C =

[
2 0 0
0 1 0

]

.

The following theorem says that

the matrix of a composition of two transformations is the product of the matrices of the individual transformations.

Theorem 2.22: Suppose that U , V and W are finite dimensional vector spaces with
bases B, C and D, respectively. If T : U → V and S : V → W are linear, then

[S ◦ T ]B,D = [S]C,D [T ]B,C

And this one says that

the matrix of the inverse of a transformation is the inverse of the matrix of the transformation.

Theorem 2.23: Suppose that V and W are n-dimensional vector spaces with bases
B and C, and T : V → W is linear. Then T is invertible if and only if [T ]B,C is,
and

[T−1]C,B =
(
[T ]B,C

)−1
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Section 2.4 Exercises

1. Define T : P1 → R3 by T (ax + b) =





a+ b
a− b
b− a



. T is linear, and B = {x + 2, 2x − 1} and C =











1
−1
0



 ,





0
−1
1



 ,





1
0
1










are bases for P1 and R3, respectively. In this exercise you will find the

matrix of T with respect to B and C and verify that it “works.”

(a) Find [3x− 4]B.

(b) Find T (3x− 4) and give the coordinate vector of your answer with repsect to the basis C. Give your
answer using the notation [T (3x− 4)]C , using fractions for the components.

(c) Find [T ]B,C, the matrix of T with respect to B and C.

(d) Find the product [T ]B,C[3x− 4]B. Is the result what you expected?

The point of exercises 2 through 6 is to explore the idea of “the” matrix of a linear transformation. See Exercise 6
for what the quotes are about.

2. Let T : P3 → P2 be the derivative transformation, which is of course linear.

(a) There is a very obvious map from P3 to R
4. What vector in R

4 would the polynomial p(x) =
5 + 1

2x− x2 + 2x3 map to? (“Go” in the order given.)

(b) The vector you gave in (a) is really just the coordinate vector [p(x)]B with respect to some basis B for
P3. Give that basis.

(c) Find the derivative p′(x) of p(x) = 5+ 1
2x−x2+2x3 and give the vector [p′(x)]B in R3 that corresponds

to it. (Technically, the basis here is not the basis you gave in (b), but it is “almost” the same.)

(d) Find a matrix A such that A[p(x)]B = [p′(x)]B . This is the matrix of the transformation T when the
bases for P3 and P2 are the standard bases for those spaces. If we call those two bases E3 and E2,
we denote this matrix by [T ]E3,E2

.

3. Find [p(x)]B , where p(x) = 5 + 1
2x− x2 + 2x3 and B =

{
1 + x, x+ x2, x2 + x3, x3 + 1

}
. .

4. The set C = {1, 1 + x, 1 + x+ x2} is a basis for P2. For the polynomial p(x) = 5 + 1
2x− x2 + 2x3, find

[p′(x)]C .

5. For this exercise, let B and C be the bases from Exercises 2 and 3 above, and let p(x) = 5+ 1
2x− x2 + 2x3.

(a) Use Theorem 6.26 to find the matrix [T ]B,C of the derivative transformation with respect to the bases

B and C.

(b) Check your results by finding [T ]B,C[p(x)]B. The result should be [p′(x)]C , so check your answer against
what you got for Exercise 3.

6. In the course of doing these exercises you found two different matrices for the same linear transformation
T : P3 → P2. Why can there be different matrices for the same transformation?
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2.5 Chapter 2 Exercises

1. Define T : M22 → R2 by T (A) = A

[
2
1

]

. Because of some properties of a matrix times a vector, T is

linear.

(a) Find T

([
−3 1
2 4

])

.

(b) Demonstrate that ker(T ) 6= [ 0 ] by giving a matrix B 6= [ 0 ] for which T (B) = 0. (Here [ 0 ] denotes
the 2× 2 matrix with all zero entries.)

(c) Give the kernel of T using set builder notation. Then give a basis for the kernel, denoting it by Bker(T ),
and give the nullity of T .

(d) What is the rank of T ? Give a matrix A for which T (A) =

[
e
f

]

. What does this demonstrate about

T ?

(e) T is not invertible - why not?

2. Consider the transformation of the previous exercise and the bases

B =

{[
1 0
0 0

]

,

[
1 1
0 0

]

,

[
1 1
1 0

]

,

[
1 1
1 1

]}

and C =

{[
1
0

]

,

[
0
1

]}

for M22 and R
2.

(a) For A =

[
−3 1
2 4

]

, give the coordinate vector [A]B.

(b) Give the coordinate vector [T (A)]C . (Your answer to 1(a) should be useful here...)

(c) Find the matrix [T ]B,C of the transformation.

(d) Without doing any work, what should [T ]B,C[A]B be? Now, using your answers to (c) and (a), find
[T ]B,C[A]B.
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3 Orthogonality and Inner Product Spaces

Outcome/Performance Criteria:

3. Understand inner products and inner product spaces.

(a) Determine whether an operation is an inner product on a vector space.

(b) In an inner product space, find the inner product of two vectors, determine
whether two vectors are orthogonal.

(c) In an inner product space, find the norm of a vector.

(d) Determine whether a basis for an inner product space is orthogonal; deter-
mine whether a basis is orthonormal.

(e) In an inner product space, find the representation of a vector with respect to
an orthogonal or orthonormal basis without solving a system of equations.

(f) Given a basis for a subspace W of Rn and a v in Rn, find the unique
orthogonal decomposition v = w+w⊥ with w in W and w⊥ in W⊥.

(g) Apply the Gram-Schmidt process to a set of vectors in an inner product space
to obtain an orthogonal basis; normalize a vector or set of vectors in an inner
product space.

(h) Find the norm of a vector, or the distance between two vectors, using a given
norm.
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3.1 Inner Products and Orthogonality

Performance Criteria:

3. (a) Determine whether an operation is an inner product on a vector space.

(b) In an inner product space, find the inner product of two vectors, determine
whether two vectors are orthogonal.

(c) In an inner product space, find the norm of a single vector, find the distance
between two vectors.

In a previous linear algebra course, and in vector calculus, you saw and used the dot product of two vectors.
This is what we call a binary operation that “takes in” two vectors and “gives out” a real number that is the dot
product of the two vectors. The dot product has certain properties that also hold for some binary operations in
abstract vector spaces. A binary operation on such a vector space that has those properties is called an inner product,
which is then a generalization of the dot product to these spaces.

Definition 3.1: Let V be a vector space. A binary operation 〈∗, ∗〉 that assigns a
real number 〈u,v〉 to every pair of vectors u,v ∈ V is called an inner product if
all of the following hold for every u,v,w ∈ V and any scalar c:

1) 〈u,v〉 = 〈v,u〉

2) 〈u+ v,w〉 = 〈u,w〉 + 〈v,w〉

3) 〈cu,v〉 = c〈u,v〉

4) 〈u,u〉 ≥ 0 with equality if and only if u = 0

A vector space along with an inner product is called an inner product space.

⋄ Example 3.1(a): Let u =








u1

u2

...
un








and v =








v1
v2
...
vn








be vectors in Rn, and define 〈u,v〉 to be the dot

product
〈u,v〉 = u1v1 + u2v2 + · · ·+ unvn.

This binary operation is an inner product on Rn.

⋄ Example 3.1(b): Let u and v be as in the previous example, and let w1, w2, ..., wn be fixed non-negative

constants. Then the binary operation

〈u,v〉 = w1u1v1 + w2u2v2 + · · ·+ wnunvn

is an inner product on Rn. This type of inner product is called a weighted inner product with weight

vector w =








w1

w2

...
wn







.
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⋄ Example 3.1(c): Let p1(x) = a1x
2 + b1x + c1 and p2(x) = a2x

2 + b2x + c2 be elements of P2. the

binary operation defined by
〈p1, p2〉 = a1a2 + b1b2 + c1c2

is an inner product on P2.

⋄ Example 3.1(d): Let C [a, b] denote the functions that are continuous on the interval [a, b], and define

〈f, g〉 =
∫ b

a

f(x) g(x) dx

for any f, g ∈ C [a, b]. This is an inner product.

⋄ Example 3.1(e): Let C [a, b] be as in the previous example, and let w(x) be a fixed continuous function

that is non-negative. For any f, g ∈ C [a, b], define

〈f, g〉 =
∫ b

a

w(x) f(x) g(x) dx

This is a weighted inner product on C [a, b], with weight function w(x).

A student of mathematics should at some point note the fact that sums and integrals are analogous. This should be
no surprise, as an integral is defined to be a limit of sums. We can see the analogy more clearly if we write the inner
product from (a) above and compare with the inner product from (d):

〈u,v〉 =
n∑

j=1

ujvj and 〈f, g〉 =
∫ b

a

f(x) g(x) dx

The product ujvj can be thought of as the product of u and v at some j with 1 ≤ j ≤ n, and f(x) g(x) is
the product of the functions f and g at some value of x with a ≤ x ≤ b. The dx in the integral is really a
weight, with the corresponding weight for the sum being one. And, finally, summing from zero to n is analogous to
integrating from a to b.

The following are easily derived from the properties of an inner product:

Theorem 3.2: Let V be an inner product space with inner product 〈∗, ∗〉. Then for
every u,v,w ∈ V and any scalar c,

1) 〈u,v +w〉 = 〈u,v〉 + 〈u,w〉

2) 〈u, cv〉 = c〈u,v〉

3) 〈u,0〉 = 〈0,u〉 = 0

In R2 or R3, two vectors are perpendicular if and only if their dot product is zero. The following definition is
the analog for general inner product spaces.

Definition 3.3: Let V be an inner product space with inner product 〈∗, ∗〉. Two
vectors u and v in V are orthogonal if 〈u,v〉 = 0.
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⋄ Example 3.1(f): The vectors u =





−3
5
2



 and v =





4
4

−4



 in R3 are orthogonal with the inner

product 〈u,v〉 = u1v1 + u2v2 + · · ·+ unvn.

⋄ Example 3.1(g): The polynomials p(x) = −3x2 +5x+2 and q(x) = 4x2 +4x− 4 in P2 are orthogonal

with the inner product defined by

〈p1, p2〉 = a1a2 + b1b2 + c1c2 for p1(x) = a1x
2 + b1x+ c1 and p2(x) = a2x

2 + b2x+ c2.

Note that the vectors in Example 3.1(f) are the coordinate vectors of these polynomials with respect to the
standard basis B = {x2, x, 1}.

⋄ Example 3.1(h): Let w =

[
1
2

]

. Then the vectors u =

[
6

−3

]

and v =

[
1
1

]

in R
2 are orthogonal

with the weighted inner product 〈u,v〉 = w1u1v1 + w2u2v2 + · · ·+ wnunvn defined in Example 3.1(b). Note
that these same vectors are not orthogonal by the standard inner product 〈u,v〉 = u1v1 + u2v2 + · · ·+ unvn.

⋄ Example 3.1(i): Letting f(x) = x and g(x) = x2, we see that

∫ 1

−1

f(x) g(x) dx =

∫ 1

−1

x3 dx =
x4

4

∣
∣
∣
∣

1

−1

=
1

4
− 1

4
= 0.

Therefore f and g are orthogonal in C [−1, 1] with the inner product from Example 3.1(d).

Recall that if x ∈ Rn has components x1, x2, ..., xn, the magnitude of x is given by

‖x‖ =
√

x2
1 + x2

2 + · · ·+ x2
n =

√

〈x,x〉.

This is the motivation for the following definition:

Definition 3.4: Let V be an inner product space with inner product 〈∗, ∗〉. Then
for every v ∈ V we define the norm of v, denoted by ‖v‖, to be

‖v‖ =
√

〈v,v〉.

We sometimes use either of the terms magnitude or length synonymously with norm.

Later we will see other norms that do not come from an inner product. When a norm is obtained from an inner
product in the manner described above, we say the norm is induced by the inner product.

⋄ Example 3.1(j): Consider p(x) = 3x2 − 6x+ 1 with the inner product of Example 3.1(c) and 3.1(g) (see

above). Using that inner product,

‖p‖ =
√

〈p, p〉 =
√

(3)(3) + (−6)(−6) + (1)(1) =
√
46.
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⋄ Example 3.1(k): Consider f(x) = x2 on the interval [−1, 1] with the inner product

〈f, g〉 =
∫ b

a

f(x) g(x) dx.

We have

‖f‖ =
√

〈f, f〉 =
(∫ 1

−1

f(x) f(x) dx

) 1

2

=

(∫ 1

−1

[f(x)]2 dx

) 1

2

=

(∫ 1

−1

x4 dx

) 1

2

=

(

x5

5

∣
∣
∣
∣

1

−1

) 1

2

=

√

2

5

The expression

(∫ 1

−1

[f(x)]2 dx

) 1

2

is seen in applications as the root mean square (RMS) norm. Often we divide

the integral by the length of the interval over which we are integrating. In the above case we would then have

‖f‖ =

(
1

2

∫ 1

−1

[f(x)]2 dx

) 1

2

The “root” of root mean square should be obvious, and “mean” refers to the fact that
1

2

∫ 1

−1

[f(x)]2 dx is the mean,

or average, of the “square” of f over the interval [−1, 1], which has length two (hence the 1
2 in front of the

integral). In this course we will only divide by the length of the interval if doing so is included in the definition of

the inner product.

We now turn to the idea of the projection of one vector onto another, which you should be familiar with from
other courses. Given two vectors u and v, we can create a new vector called the projection of u onto v,
denoted by proj

v
u. This is a very useful idea, in many ways. Geometrically, we can find a projection for two

vectors in R2 in the way demonstrated in this example:

⋄ Example 3.1(l): For the vectors u and v shown to the right, find the projection

proj
v
u. u

v

We put the two vectors tail-to-tail, extend v to form a “screen” and then finish as shown:

u

v

=⇒
u

v

=⇒
u

v

=⇒
u

projvu

Algebraically we find the projection of u onto v with the formula

proj
v
u =

u · v
v · v v

where u ·v is standard dot product. Note that since both u ·v and v · v are scalars, so is
u · v
v · v . That scalar is

then multiplied times v, resulting in a vector parallel v. If the scalar is positive the projection is in the direction
of v, as shown in the example above; when the scalar is negative the projection is in the direction opposite the
vector being projected onto. The projection of u onto v is probably best thought of as the part of u that is

parallel to v.
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The concept of the projection of one vector onto another holds in any inner product space:

Definition 3.5: Let V be an inner product space. If u,v ∈ V , the projection of
u onto v is the vector given by

proj
v
u =

〈u,v〉
〈v,v〉 v

We should note that the projection of u onto v is itself a vector, parallel to v. The quantity
〈u,v〉
〈v,v〉 is a scalar

that determines the length of the projection.

⋄ Example 3.1(m): Again using the inner product from Example 3.2(b), find the projection of p(x) =

x2 + 3 onto q(x) = 5x+ 2.

First we find

〈p, q〉 =
∫ 1

−1

(x2 + 3)(5x+ 2) dx =
40

3
and 〈q, q〉 =

∫ 1

−1

(5x+ 2)2 dx =
74

3

It then follows that

projqp =
〈p, q〉
〈q, q〉 q(x) =

40/3

74/3
(5x+ 2) = 40

74 (5x+ 2) = 100
37 x+ 40

37

Section 3.1 Exercises

1. Let u =

[
u1

u2

]

and v =

[
v1
v2

]

represent vectors in R2. For each of the following, determine whether

the given binary operation 〈u,v〉 is in fact an inner product. If it is, say so. If it is not give a specific
counterexample showing that it violates one of the conditions of an inner product.

(a) 〈u,v〉 = u2
1v

2
1 + u2

2v
2
2 (b) 〈u,v〉 = u1v1 (c) 〈u,v〉 = u1 + v2

(d) 〈u,v〉 = 4u1v1 + u2v2 (e) 〈u,v〉 = 4(u1v1 + u2v2) (f) 〈u,v〉 = −4(u1v1 + u2v2)

2. Let p(x) = x2 and q(x) = 1. Note that p, q ∈ P2.

(a) Find 〈p, q〉 for the inner product defined in Example 3.1(g).

(b) Find 〈p, q〉 for the inner product defined in Example 3.1(i).

(c) Are p and q orthogonal?

(d) Find ‖p‖ and ‖q‖ for the norm induced by the inner product of Example 3.1(g).

(e) Find ‖p‖ and ‖q‖ for the norm induced by the inner product of Example 3.1(i).

3. Consider the vector space C [0, 2] with the inner product defined by 〈f, g〉 =

∫ 2

0

f(x) g(x) dx for all

f, g ∈ C [0, 2].

(a) Find 〈x, ex〉. You may use your calculator to compute this - round to the hundredth’s place if you give
a decimal answer.
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(b) Find ‖3x+ 2‖ using the norm induced by the inner product.

(c) Find 〈sinπx, cos πx〉. What does this tell us about the functions sinπx and cosπx?

4. (a) Give a polynomial q ∈ P1 that is orthogonal to p(x) = 3x − 1 with the inner product of Example
3.1(c) adapted to P1.

(b) Give a polynomial q ∈ P1 that is orthogonal to p(x) = 3x− 1 with the inner product

〈p, q〉 =
∫ 1

0

p(x) q(x) dx.

5. Let u =

[
u1

u2

]

and v =

[
v1
v2

]

represent vectors in R
2, and let A =

[
5 2
2 1

]

. The product uTAv is

uTAv =
[u1 u2]

[
5 2
2 1

] [
v1
v2

]

,

and defines an inner product 〈u,v〉. Use this inner product for the following.

(a) Find the inner product of u =

[
3

−2

]

and v =

[
1
5

]

.

(b) Find ‖v‖ for the vector v of part (a) and the norm induced by the inner product described above.

(c) Find a vector w that is orthogonal to the u of part (a).

6. Give a specific counterexample showing that binary operation 〈u,v〉 = uTAv is NOT an inner product when

A is the matrix

[
2 2
3 4

]

.

7. Give a specific counterexample showing that binary operation 〈u,v〉 = uTAv is NOT an inner product when

A is the matrix

[
3 2
2 1

]

.

8. Find the projection of p(x) = x2− 5x+3 onto q(x) = 2x2+x− 1 using the inner product of Example 3.1(c).

9. (a) Find the projection of f(x) = sinx onto g(x) = x using the integral inner product of Example 3.1(d)
with a = −1 and b = 1. Compute the needed inner products as decimals to the ten-thousandths place
(show the values you obtain), then round your final coefficient to the hundredth’s place.

(b) Find the projection of f(x) = 2x+ 3 onto g(x) = x again using the integral inner product of Example
3.1(d) with a = −1 and b = 1. Use exact values throughout.

10. Find the projection of u =

[
1

−3

]

onto v =

[
4
2

]

, using the inner product of Exercise 5 above. Compute

all inner products and ensuing values in exact form.
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3.2 Orthogonal Bases

Performance Criteria:

3. (d) Determine whether a basis for an inner product space is orthogonal; deter-
mine whether a basis is orthonormal.

(e) In an inner product space, find the representation of a vector with respect to
an orthogonal or orthonormal basis without solving a system of equations.

Definition 3.6: Let V be an inner product space. A basis B = {v1,v2, ...,vn} for
V is called an orthogonal basis if 〈vi,vj〉 = 0 whenever i 6= j.

⋄ Example 3.2(a): Consider R
3 with the standard dot product as the inner product. The set

B =











1
0
1



 ,





0
1
0



 ,





1
0

−1











can be shown to be a linearly independent set in R
3 so, by Theorem 1.15(c), it is a basis for R

3. It is also
easy to see that the dot product of any two of them is zero, so they are an orthogonal basis.

⋄ Example 3.2(b): Consider the vector space P2[−1, 1], the polynomials of degree two or less on the interval

[−1, 1], with the inner product 〈p1, p2〉 =
∫ 1

−1

p1(x) p2(x) dx. Because P2 has dimension three and the set

{1, x, x2 − 1
3} is linearly independent, it is a basis for P2[−1, 1]. Moreover, we see that

〈1, x〉 =
∫ 1

−1

x dx =
x2

2

∣
∣
∣
∣

1

−1

= 0,

〈1, x2 − 1
3 〉 =

∫ 1

−1

(x2 − 1
3 ) dx =

[
1
3 (x

3 − x)
]1

−1
= 1

3

{
[13 − 1]− [(−1)3 − (−1)]

}
= 0,

〈x, x2 − 1
3 〉 =

∫ 1

−1

(x3 − 1
3x) dx =

[
1
4x

4 − 1
6x

2
]1

−1
= [(14 − 1

6 )− (14 − 1
6 )] = 0.

Therefore the set {1, x, x2 − 1
3} is an orthogonal basis for P2[−1, 1] with the given inner product.

Orthogonal bases have a very important feature that we’ll illustrate here. Suppose that V is a vector space
with an orthogonal basis B are as in the above definition, and that u ∈ V has the following representation with
respect to the basis B:

u = c1v1 + c2v2 + · · ·+ cjvj + · · ·+ cnvn. (1)

If we take the inner product of each side of the above with the basis vector v1 and apply properties of the inner
product given in the previous section, the result is as follows:

〈u,vj〉 = 〈c1v1 + c2v2 + · · ·+ cjvj + · · ·+ cnvn,vj〉
= 〈c1v1,vj〉+ 〈c2v2,vj〉+ · · ·+ 〈cjvj ,vj〉+ · · ·+ 〈cnvn,vj〉
= c1〈v1,vj〉+ c2〈v2,vj〉+ · · ·+ cj〈vj ,vj〉+ · · ·+ cn〈vn,vj〉
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Because of the fact that B is an orthogonal basis, all of the inner products on the right side are zero, with the
exception of 〈vj ,vj〉, giving us 〈u,vj〉 = cj〈vj ,vj〉. Dividing both sides by 〈vj ,vj〉 results in the following
theorem:

Theorem 3.7: Let V be an inner product space with orthogonal basis B =
{v1,v2, ...,vn}. Every u ∈ V has the representation

u = c1v1 + c2v2 + · · ·+ cjvj + · · ·+ cnvn, (1)

where each cj is given by cj =
〈u,vj〉
〈vj ,vj〉

.

The above theorem frees us from the need to solve systems of equations to find the scalars cj in (1). Instead we
can simply compute some inner products. Perhaps most importantly, it gives us a method for finding the scalars for
a linear combination in an infinite dimensional vector space.

⋄ Example 3.2(c): Let u =





3
−6
2



 and B =











1
0
1



 ,





0
1
0



 ,





1
0

−1










. Find the representation of

u with respect to the given basis for R3.

The set B is an orthogonal basis for R3; let’s denote its elements by v1, v2 and v3. Then

c1 =
〈u,v1〉
〈v1,v1〉

=
3 + 2

2
=

5

2
, c2 =

〈u,v2〉
〈v2,v2〉

=
−6

1
= −6, c3 =

〈u,v3〉
〈v3,v3〉

=
3− 2

2
=

1

2
,

giving the representation

u =






3

−6

2




 =

5

2






1

0

1




− 6






0

1

0




+

1

2






1

0

−1






Before continuing we should make a very important observation. If we take the representation (1) for the vector
u and substitute in the expression for each cj we get

u =
〈u,v1〉
〈v1,v1〉

v1 +
〈u,v2〉
〈v2,v2〉

v2 + · · ·+ 〈u,vj〉
〈vj ,vj〉

vj + · · ·+ 〈u,vn〉
〈vn,vn〉

vn (1)

Note that each part
〈u,vj〉
〈vj ,vj〉

vj of the above sum is the projection of u onto the basis vector vj !

We can carry the idea of an orthogonal basis a bit farther:

Definition 3.8: Let V be an inner product space. A basis B = {v1,v2, ...,vn} for
V is called an orthonormal basis if it is an orthogonal basis and the norm of each
vj is one.

If each vj has norm one, then for each we have 〈vj ,vj〉 = 1 and Theorem 3.6 simplifies to the following.

Theorem 3.9: Let V be an inner product space with orthonormal basis B =
{v1,v2, ...,vn}. Every u ∈ V has the representation

u = c1v1 + c2v2 + · · ·+ cjvj + · · ·+ cnvn,

where each cj is given by cj = 〈u,vj〉.
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If we have an orthogonal basis, it is easy to obtain an orthonormal basis. For any vector v the vector 1
‖v‖v has

the same “direction” as v, but has norm one. The process of doing this with a vector is often referred to as
normalizing the vector.

⋄ Example 3.2(d): Normalize each of the polynomials (using the inner product from Example 3.2(b)) in the

orthogonal basis {1, x, x2 − 1
3} for P2[−1, 1] to obtain an orthonormal basis.

Let’s begin by finding the inner product of each polynomial in the basis with itself

〈1, 1〉 =
∫ 1

−1

1 dx = x
∣
∣
∣

1

−1
= 2,

〈x, x〉 =
∫ 1

−1

x2 dx = 1
3x

3
∣
∣
∣

1

−1
= 1

3

[

13 − (−1)3
]

=
2

3
,

〈x2 − 1
3 , x

2 − 1
3 〉 =

∫ 1

−1

(x2 − 1
3 )

2 dx =

∫ 1

−1

(x4 − 2
3x

2 +
1

9
) dx =

[
1
5x

5 − 2
9x

3 + 1
9x
] 1

−1
= 8

45 .

The norms of 1, x, x2 − 1
3 are then obtained by taking the square root of each of the above values to get the

respective norms
√
2,
√

2
3 ,

2
√
2

3
√
5
. We then divide each of 1, x, x2 − 1

3 by the above norms of each of the above

values (which is of course equivalent to multiplying by their reciprocals) to get the orthonormal basis

{

1√
2
,

√

3

2
x,

√

45

8

(

x2 − 1

3

)}

.

Section 3.2 Exercises

1. Consider the vectors u =

[

7

−1

]

, v1 =

[

3

−2

]

and v2 =

[

2

3

]

in R2. Hopefully you can see quite

easily that v1 and v2 are orthogonal.

(a) Find a linear combination of v1 and v2 that equals u by setting up an equation representing that and
solving the resulting system of equations. Conclude by giving u as a linear combination of v1 and v2.

(b) Show clearly how to use Theorem 3.6 to find the scalars c1 and c2 for which u = c1v1 + c2v2. Do
your c1 and c2 equal those you found in (a)? If not, find your error!

2. The vectors v1 =






−1

2

2




 and v2 =






2

−1

2




 in R3 are orthogonal.

(a) Find a third vector v3 that is orthogonal to both of those. You could do this one of two ways: (1) By
being observant about the two that are given and making an educated guess for the third and checking
it or (2) by finding the cross product of those two, which is a third vector that is orthogonal to both of
them.

(b) “Normalize” the three vectors v1, v2, v3 to get an orthonormal basis u1, u2, u3.

(c) Use Theorem 3.8 to obtain a linear combination of your orthonormal basis elements from (b) that equals

the vector w =






3

−5

1




.
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3. The vectors





2
1

−1



,





0
1
1



 and





1
−1
1



 are orthogonal. Use Theorem 3.6 to find values of c1, c2 and

c3 such that 



7
−4
6



 = c1





2
1

−1



+ c2





0
1
1



+ c3





1
−1
1





4. Example 3.2(b) showed that the set {1, x, x2− 1
3} is an orthogonal basis for P2[−1, 1] with the inner product

〈f, g〉 =
∫ 1

−1

f(x) g(x) dx. Let C [−1, 1] be the set of continuous functions on the interval [−1, 1]. This is

an infinite dimensional vector space, so we can’t represent functions with finite linear combinations of basis
vectors, but we CAN approximate functions by forming infinite linear combinations of the form

c1v1 + c2v2 + c3v3 + · · ·

and just using the first few terms. Use Theorem 3.6 to find a three term approximation of ex with respect to
the basis {1, x, x2 − 1

3}. Use your calculator to compute coefficients and round each coefficient to two places
past the decimal. When you have your approximation, simplify it, then graph it and ex together over the
interval [−2, 2] to see how good the approximation is over [−1, 1].

5. Let u =

[
u1

u2

]

and v =

[
v1
v2

]

represent vectors in R2. For the matrix A =

[
5 2
2 1

]

, define

〈u,v〉 = uTAv =

[
u1 u2

] [
5 2
2 1

] [
v1
v2

]

for any u,v ∈ R2. Let u =

[
2
2

]

, v =

[
1

−1

]

and w =

[
−1
3

]

.

(a) Find the norm of each vector with respect to the given inner product. Give your answers in exact form.

(b) Find 〈u,v〉, 〈u,w〉 and 〈v,w〉.
(c) Two of the vectors are orthogonal. Which are they?

(d) Normalize the orthogonal vectors by multiplying each by the reciprocal of its norm to obtain an orthonor-
mal basis. Give it, labelling it B.

(e) Use Theorem 3.8 to find the representation of

[
2

−3

]

with respect to B. Write your answer as a linear

combination.

6. Again, the vectors





2
1

−1



,





0
1
1



 and





1
−1
1



 are orthogonal.

(a) Normalize each of the three vectors, giving your answers in decimal form, rounded to the nearest thou-
sandth.

(b) Create a matrix Q whose columns are the three normalized vectors. Use some technology to find Q−1.
Realizing that neither Q nor Q−1 are exact, what do you think the relationship between Q and
Q−1 is?

(c) Make up a vector v in R3 and find its norm, ‖v‖, to the thousandths place. Then calculate Qv and
‖Qv‖. What do you notice?

(d) Use MATLAB or your calculator to find det(Q), the determinant of Q. What is it?
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3.3 Orthogonal Subspaces

Performance Criteria:

3. (f) Given a basis for a subspace W of R
n and a v in R

n, find the unique
orthogonal decomposition v = w+w⊥ with w in W and w⊥ in W⊥.

Definition 3.10: Let V be an inner product space, and let W be a subspace of V .
The orthogonal complement of W is the set

W⊥ = {u ∈ V | 〈u,w〉 = 0 for all w ∈ W}.

Finding a good description of the orthogonal complement of a given subspace can be a bit complicated. In the next
section we’ll see a method for finding a basis for the orthogonal subspace, which of course is as good of a description
of a space as we can provide. In this section we’ll stick with a few relatively simple examples, and we’ll introduce a
concept or two that will be needed in the next section. To help us there are a number of facts that hold for W⊥ and
W , which we summarize in the next theorem.

Theorem 3.11: Let V be an inner product space, with W a subspace of V .

a) W⊥ is a subspace of V . b) (W⊥)⊥ = W

c) W ∩W⊥ = 0 d) W ∪W⊥ = V

e) dim(W ) + dim(W⊥) = dim(V )

⋄ Example 3.3(a): Let W be the span of u1 =





1
0
0



 and u2 =





1
1
0



 in R3, with the standard

inner product (dot product). The span of a set is always a subspace, so this is a subspace of R3, and it has

dimension two because the two vectors are independent. The vector u3 =





0
0
1



 can easily be seen to be

orthogonal to both u1 and u2. We know from part (e) of the above theorem that W⊥ has dimension one,
so span(u3) is the orthogonal complement of W .

The orthogonal complement of a subspace is a very geometric idea. With a bit of thought we realize that the subspace
W of the previous example is the xy-plane in R3, and the orthogonal complement is the z-axis.

Here’s an example where we have to get a bit fancier to find the orthogonal complement:

⋄ Example 3.3(b): Let W be the span of u1 =





1
−4
2



 and u2 =





3
0

−5



 in R3, with the standard

inner product (dot product). W is a subspace of R3; geometrically, it is a plane through the origin. In vector
calculus you learned that the cross product of two vectors is another vector that is perpendicular to each of
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the original vectors, so it is perpendicular to the plane containing them. Therefore w = u× v =





−20
1
12



 is

orthogonal to W , as is any scalar multiple of u× v. Therefore W⊥ is the span of w.

⋄ Example 3.3(c): Let B = {e1, e2, ...e5} be the standard basis for R5, with the standard dot product as the

inner product. Note that this is an orthogonal basis, so 〈ei, ej〉 = 0 if i 6= j. If we let W = span({e1, e2}),
then the remaining basis vectors for R5 are all orthogonal to all vectors in W , so W⊥ = span({e3, e4, e5}).

Our primary interest in orthogonal subspaces is that the will allow us to “decompose” a given vector in an inner
product space V into two parts that are orthogonal to each other, one part in some subspace W of V , and the
other part in the orthogonal complement of W . To see how to do that, we first need the idea of projecting a vector
not onto another vector, but onto a subspace.

Definition 3.12: Let V be an inner product space, and let W be a subspace of
V with orthogonal basis B = {w1,w2, ...,wn}. For any u ∈ V , the orthogonal
projection of u on W is

projWu =
〈u,w1〉
〈w1,w1〉

w1 +
〈u,w2〉
〈w2,w2〉

w2 + · · ·+ 〈u,wn〉
〈wn,wn〉

wn

and the component of u orthogonal to W is

perpWu = u− projWu.

Theorem 3.13: Let V be an inner product space, and let W be a subspace of V .
For any u ∈ V there exist unique vectors w ∈ W and w⊥ ∈ W⊥ such that

u = w +w⊥.

In particular, w = projWu and w⊥ = perpWu.

⋄ Example 3.3(d): Let W be the span of the orthogonal vectors u1 =





1
1
2



 and u2 =





2
0

−1



 in

R3, with the standard inner product (dot product). Note that u1 and u2 are orthogonal. For the vector

v =





−4
5
2



, find vectors w ∈ W and w⊥ ∈ W⊥ such that v = w +w⊥.

First we project v onto W to find w:

w = projWv =
〈v,u1〉
〈u1,u1〉

u1 +
〈v,u2〉
〈u2,u2〉

u2 =
5

6





1
1
2



+
−10

5





2
0

−1



 =
1

6





−19

5

22



 .

We then obtain

w⊥ = perpWv = v − projWv =





−4

5

2



− 1

6





−19

5

22



 =
5

6





−1

5

−2
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It is clear that v = w +w⊥. Let’s verify that w and w⊥ are indeed orthogonal to each other:

wTAw⊥ =
[−4 5 1

3 ]




3 −1 −1
−1 3 −1
−1 −1 3









0

0
5
3



 =
[− 52

3
56
3

1
3 ]




0

0
5
3



 = 0.

Therefore w and w⊥ are the orthogonal components of v in W and W⊥, respectively.

Section 3.3 Exercises

When working in Rn, assume the inner product is the standard dot product unless told other wise.

1. In R
2, let W = span

([
3
2

])

.

(a) Describe the orthogonal complement W⊥ as the span of a vector or set of vectors. Then draw a picture
that shows both W and W⊥.

(b) Find the vectors w and w⊥ of Theorem 3.13 for the vector u =

[
1
4

]

. Give your answers in exact

form, then with decimal components rounded to the nearest tenth.

(c) Verify that your vectors from part (b) satisfy the condition that w +w⊥ = u.

(d) Add w and w⊥ to your graph from part (a).

2. In R3, let W = span









1
0
0



 ,





0
1
1







.

(a) Give a vector whose span is the orthogonal complement W⊥ of W . You should be able to do this by
inspection.

(b) Note that the two given vectors whose span is W are orthogonal to each other, so we can use Definition
3.12 to find the vectors w and w⊥ of Theorem 3.13. Do so.

3. In R3, let W = span









3
−2
5







. Describe the orthogonal complement W⊥ in the same way. (Hint: Any

two vectors that are both orthogonal to the given vector and independent will form a basis for W⊥.)

4. Again let W = span









3
−2
5







 in R3, but with the weighted inner product 〈u,v〉 = 3u1v1+u2v2+2u3v3.

Give the orthogonal complement W⊥ as the span of a set of vectors.

5. The set B = {x, 3x2 − 1, 5x3 − 3x} is an orthogonal set in C [−1, 1] with the inner product 〈f, g〉 =
∫ 1

−1

f(x) g(x) dx, so W = span(B) is a subspace with orthogonal basis B. Find the projection of

f(x) = e−3x onto W . You should use your calculator to compute integrals, and find all coefficients
as decimal approximations, rounded to four places past the decimal. Combine like terms in the
resulting polynomial.

60



6. For the matrix A =





3 −1 −1
−1 3 −1
−1 −1 3



 and any u,v ∈ R3, define 〈u,v〉 = uTAv, as in Example 3.3(d).

For this exercise we “are in” the inner product space of R3 with this inner product so you must always use
this inner product when finding norms or inner products.

(a) Find the norm of u =





−5
2
4



.

(b) Find the projection of the u from part (a) onto w =





3
1

−2



.

(c) Verify that v =





1
0
1



 and w =





3
1

−2



 are orthogonal.

(d) W = span({v,w}) is a subspace of R3 and those two vectors form an orthogonal basis. Find the
projection of u from part (a) onto W .

7. Consider the inner product given in Example 3.1(c), and let W = span({x2 + 5x− 2, 3x+ 1}).

(a) What is the dimension of W? What is the dimension of W⊥?

(b) Find a basis for W⊥. (Hint: One of the examples in the section is useful.)

8. Let S =

















0
−5
1
0
3
0











,











0
3
2
0
0
0











,











0
1
0
0

−2
0

















in R6 with the standard inner product.

(a) The span of a set of vectors is always a subspace, so W = span(S) is a subspace of R6. Is S a basis
for that subspace? Justify your answer with a brief explanation.

(b) Give the simplest basis for W that you can think of.

(c) Give a basis for W⊥.
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3.4 Gram-Schmidt Orthogonalization

Performance Criteria:

3. (g) Apply the Gram-Schmidt process to a set of vectors in an inner product space
to obtain an orthogonal basis; normalize a vector or set of vectors in an inner
product space.

In this section we develop the Gram-Schmidt process, which uses a basis for a vector space to create an orthogonal
basis for the space. The fundamental idea is that if we have a subspace W with an orthogonal basis and some
vector u not in W , the vector perpWu = u − projWu is orthogonal to W . So let us begin with a subspace
W of a vector space V , and suppose that B = {v1,v2, ...,vk} is a basis for W . We will construct from this basis
an orthogonal basis C = {w1,w2, ...,wk} for W .

• First we let w1 = v1, and we define the subspace W1 = span(v1) = span(w1).

• Because {v1,v2, ...,vk} is a basis, v2 is linearly independent of v1. Thus the vector defined by

w2 = perpW1
v2 = v2 − projW1

v2 = v2 −
〈v2,w1〉
〈w1,w1〉

w1

is a nonzero vector that is orthogonal to W1 = span(w1). We then define W2 = span(v1,v2) = span(w1,w2).

• Next we find a third vector w3 that is orthogonal to both w2 and w1:

w3 = perpW2
v3 = v3 − projW2

v3

= v3 −
〈v3,w1〉
〈w1,w1〉

w1 −
〈v3,w2〉
〈w2,w2〉

w2

Note what has happened here: We have taken the vector v3 and removed the components of it in the directions
of w1 and w2. Now we let W3 = span(v1,v2,v3) = span(w1,w2,w3).

• We continue on in this manner. For each new vj we subtract off its projections onto each of the previous
wi to obtain wj . The final Wk is equal to W .

Theorem 3.14: Let V be an inner product space and let W be a subspace of V with
basis B = {v1,v2, ...,vk}. The set C = {w1,w2, ...,wk} created in the manner above
is an orthogonal basis for W .

⋄ Example 3.4(a): The vectors u1 =





1
1
0



, u2 =





1
0
1



, u3 =





0
1
1



 are linearly independent, so they

form a basis for R3. Perform the Gram-Schmidt process on this set to obtain an orthogonal basis, using the
standard dot product for R3.

We take our first basis vector w1 to be the vector u1. Next we obtain

w2 = u2 − proj
u1
u2 = u2 −

〈u2,w1〉
〈w1,w1〉

w1 =






1

0

1




− 1

2






1

1

0




 =






1
2

− 1
2

1
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and

w3 = u3 −
〈u3,w1〉
〈w1,w1〉

w1 −
〈u3,w2〉
〈w2,w2〉

w2 =





0
1
1



− 1
2





1
1
0



−
1
2
3
2






1
2

− 1
2

1




 =






− 2
3
2
3
2
3






C = {w1,w2,w3} is an orthogonal basis for R3.

⋄ Example 3.4(b): Apply the Gram-Schmidt process to the basis B = {1, x, x2, x3} for the subspace

P3[−1, 1] of C [−1, 1], with the inner product 〈f, g〉 =
∫ 1

−1

f(x) g(x) dx.

We take our first basis vector to be w1 = 1, and then subtract the projection of x onto 1 from x to get our
second basis element:

w2 = x− proj1x = x− 〈x, 1〉
〈x, x〉 (1) = x− 0

2
3

= x.

Next we have

w2 = x2 − proj1x
2 − projxx

2 = x2 − 〈x2, 1〉
〈1, 1〉 (1)− 〈x2, x〉

〈x, x〉 x = x2 −
2
3

2
(1)− 0

2
3

x = x2 − 1
3

And for our final vector we have

w3 = x3 − proj1x
3 − projxx

3 − proj(x2−1/3)x
3

= x3 − 〈x3, 1〉
〈1, 1〉 (1)− 〈x3, x〉

〈x, x〉 x− 〈x3, x2 − 1
3 〉

〈x2 − 1
3 , x

2 − 1
3 〉

(x2 − 1
3 )

= x3 − 0

2
(1)−

2
5
2
3

x− 0
8
45

(x2 − 1
3 )

= x3 − 3
5x

The set C = {1, x, x2 − 1
3 , x

3 − 3
5x} is an orthogonal basis for P3[−1, 1] with the given inner product.

The polynomials found in the last example are called the Legendre polynomials.

Section 3.4 Exercises

1. The set of vectors v1 =





−3
5
1



, v2 =





4
0
2



 and v3 =





1
−2
1



 are linearly independent, so they form a

basis for R3. In this exercise you will

(1) perform the Gram-Schmidt process on the set of vectors to get an orthogonal basis B1 = {w1,w2,w3} for
R3, then

(2) normalize each of those vectors to obtain an orthonormal basis B2 = {q1,q2,q3} for R3.

NOTE: The inner product to be used in this exercise is the standard dot product for R3.

(a) The orthogonal basis we will create will consist of the vectors w1, w2 and w3, which is the same
notation as used in the description of the process at the start of the section. Then w1 is just v1.

(b) w2 will be v2 with its part in the direction of w1 removed; that is, w2 = v2 − proj
w1

(v2). Find
w2 in decimal form, with each component rounded to the thousandth’s place.
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(c) w3 will be v3 with its parts in the directions of w1 and w2 removed; that is, w3 = v3−proj
w1

(v3)−
proj

w2
(v3). Find w3 in decimal form, with each component rounded to the thousandth’s place.

(d) Normalize each of the three vectors w1, w2 and w3 to get an orthonormal basis for R3 consisting of
three unit vectors q1, q2 and q3. Again, round to the thousandth’s place.

(e) You can check your answer as follows: Let your vectors be the columns of a matrix Q. Determine the
transpose QT of Q and then find the product QTQ. You should get something close to the identity
matrix.

2. The polynomials p1(x) = x2 + x + 2, p2(x) = 3x + 1, p3(x) = x2 − 2x are linearly independent in P2.
Using the inner product given in Example 3.1(c), perform the Gram-Schmidt process to these polynomials to
obtain an orthogonal basis.

3. Consider again the set of vectors v1 =





−3
5
1



, v2 =





4
0
2



 and v3 =





1
−2
1



 which are a basis for R
3.

Perform the Gram-Schmidt process on the vectors with the inner product 〈u,v〉 = 3u1v1 + u2v2 + 2u3v3 in
order to form a basis that is orthogonal with respect to that inner product.

4. For the matrix A =





3 −1 −1
−1 3 −1
−1 −1 3



 and any u,v ∈ R3, define 〈u,v〉 = uTAv. For this exercise we “are

in” the inner product space of R3 with this inner product so you must always use this inner product when

finding norms or inner products. The three vectors v1 =





1
2

−1



, v2 =





3
−1
1



, v3 =





1
1
1



 are linearly

independent, so they form a basis for R3. Apply the Gram-Schmidt process to obtain an orthogonal basis.
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3.5 Distance and Approximation

Performance Criteria:

3. (h) Find the norm of a vector, or the distance between two vectors, using a given
norm.

Norms

In Section 3.1 we used an inner product to define the norm of a vector in an inner product space, with the norm
being a function that assigns to every vector in the space a real number that is its “size,” in some sense. That
definition is always valid when we have an inner product, but what about vector spaces without inner products? In
such spaces we can still have a norm, as long as it exhibits to the following properties.

Definition 3.15: A norm on a vector space V is a mapping that associates with each
vector v a real number ‖v‖, called the norm of v, such that the following properties
are satisfied for all vectors u and v and all scalars c.

1) ‖v‖ ≥ 0, and ‖v‖ = 0 if and only if v = 0

2) ‖cv‖ = |c|‖v‖

3) ‖u+ v‖ ≤ ‖u‖+ ‖v‖

A vector space with a norm is called a normed linear space.

The next comment is important enough that I think I’ll put a box around it!

Just as the same vector space can have different inner products defined on it, the same

vector space can have several different norms defined on it; thus the same vector space
can become more than one normed linear space.

The following definitions illustrate the above comment and give us three important examples of norms.

Definition 3.16: Let v = [v1, v2, ..., vn] be a vector in Rn.

a) The 2-norm, or Euclidean norm, of v is defined by

‖v‖2 =
√

v21 + v22 + · · ·+ v2n

b) The 1-norm, or sum norm, of v is defined by

‖v‖1 = |v1|+ |v2|+ · · ·+ |vn|

c) The ∞-norm, or max norm, of v is defined by

‖v‖∞ = max{|v1|, |v2|, ..., |vn|}
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Let’s see what these norms look like in R
2. The pictures below show the vector v =

[
v1
v2

]

=

[
4

−2

]

and the

graphical interpretation of each of the three norms from Definition 3.16.

4

−2
v

︸

︷︷

︸‖v‖2

‖v‖2 =
√

v21 + v22 =
√

42 + (−2)2 =
√
20

4

−2
v

︷ ︸︸ ︷

︷
︸
︸
︷

|v1|

|v2|

‖v‖1 = |v1|+ |v2| =

|4|+ | − 2| = 6

4

−2
v

︷ ︸︸ ︷

︷
︸
︸
︷

|v1|

|v2|

‖v‖∞ = max{|v1|, |v2|} =

max{|4|, | − 2|} = 4

⋄ Example 3.5(a): For the vector u =





2
−3
1



 in R3, find the 1-norm, 2-norm and ∞-norm.

‖u‖1 = |2|+ | − 3|+ |1| = 6, ‖u‖2 =
√

22 + (−3)2 + 12 =
√
14, ‖u‖∞ = max{|2|, | − 3|, |1|} = 3

The names 1-norm and 2-norm can be explained as follows. For any p ≥ 1 the expression

‖v‖p = p
√

|v1|p + |v2|p + · · ·+ |vn|p (1)

defines a norm. In the cases where p = 1 and p = 2 this gives us the 1- and 2-norms. You will see in the exercises
why the ∞-norm is named that.

Norms of Functions

For functions we define similar norms. Let f be a function in an “appropriate” vector space of functions that
are defined on some interval [a, b], and let p be a real number greater than or equal to one. Then we define

‖f‖p =

(

1

b− a

∫ b

a

|f(x)|p dx
) 1

p

(2)

Note the similarity between the definitions (1) and (2). The cases p = 1 and p = 2 give us the one and two norms
for functions:

‖f‖1 =
1

b− a

∫ b

a

|f(x)| dx ‖f‖2 =
(

1

b− a

∫ b

a

[f(x)]2 dx

) 1

2

The 2-norm is induced by the inner product defined by 〈f, g〉 = 1

b− a

∫ b

a

f(x) g(x)dx and is commonly referred to

by mathematicians as the L2-norm (“ell-two norm”). In applications it is the root mean square (RMS) average of
the function f . Sometimes the factor of 1/(b− a) is omitted.

⋄ Example 3.5(b): Find the 1- and 2-norms of f(x) = sinx in the space C [0, 2π].

‖f‖1 =
1

2π

∫ 2π

0

| sinx| dx =
1

π

∫ π

0

sinx dx =
2

π
, ‖f‖2 =

(
1

2π

∫ 2π

0

sin2 x dx

) 1

2

=
1√
2
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The ∞-norm of a function f ∈ C [a, b] is defined to be ‖f‖∞ = max{|f(x)| : x ∈ [a, b]}. This is sometimes written
instead as ‖f‖∞ = max

x∈[a,b]
{|f(x)|}.

⋄ Example 3.5(c): Find ‖ sinx‖∞ on the interval [0, 2π].

Because the maximum and minimum values of sinx on the interval [0, 2π] are one and negative one, the maximum
value of | sinx| is one. Therefore ‖ sinx‖∞ = 1.

It’s possible to interpret the 1- and ∞-norms of functions graphically. Consider the function whose graph whose
shown below and to the left, on the interval [0, 1]. In the center below see see that the largest value of |f(x)| occurs
at x = a, where the function has a minimum value. The ∞-norm of f is then |f(a)|. The graph below and to
the right has the area between the function and the x-axis shaded, and that total area is the 1-norm of f .

1
x

y

1

a

︷
︸
︸
︷
∣
∣f(a)

∣
∣

x

y

‖f‖∞ = max
x∈[0,1]

{|f(x)|} = |f(a)|

1
x

y

‖f‖1 = the total shaded area

Distance

In many applications we approximate quantities or functions, and it is generally desirable to measure the distance
between an approximation and whatever it is that is being approximated. To do this we need some formal method
for measuring distances between objects, and that method relies on the concept of a distance function.

Definition 3.17: A distance function on a vector space V is a binary operation
that assigns to each pair of vectors (u,v) a real number d(u,v), called the
distance between u and v, such that the following properties are satisfied for
all vectors u, v, and w in V .

1) d(u,v) ≥ 0, and d(u,v) = 0 if and only if u = v

2) d(u,v) = d(v,u)

3) d(u,w) ≤ d(u,v) + d(v,w)

A distance function is sometimes referred to as a metric; any set of objects for which a metric is defined is called a
metric space. There are metric spaces that are not vector spaces.

The following theorem gives one of the most common ways for obtaining a distance function on a vector space.
Using the same language as before, a norm induces a distance, or metric.

Theorem 3.18: In any vector space with a norm ‖ ‖, the function defined by d(u,v) =
‖u− v‖ is a distance function.
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Here is a common scenario: We have an infinite dimensional inner product space V of functions, and there is
some useful orthogonal basis B = {f1, f2, f3, ...} for that space. Let Wn denote the subspace of V spanned by
the first n elements of B. Given some g ∈ V , the function gn = projWn

g is an approximation for g. We can
use the distance function induced by the inner product (well, the distance function is induced by the norm, which in
turn is induced by the inner product) to find out how close the approximation gn is to g.

⋄ Example 3.5(d): The set B = {1, x, x2 − 1
3 , x

3 − 3
5x, ...} is an orthogonal basis for C [−1, 1]. The

projections of g(x) = sinx onto W2 and W4 are

g2(x) = projW2
sinx = 0.9035x and g4(x) = projW4

sinx = 0.9981x− 0.1576x3

Use the 2-norm induced by the standard integral inner product 〈f, g〉 = 1

b− a

∫ b

a

f(x) g(x) dx to determine

“how close” each of these is to g(x) = sinx.

The distance of the first approximation from g is

‖g2 − g‖2 =

(
1

2

∫ 1

−1

[
g2(x) − g(x)

]2
dx

) 1

2

=

(
1

2

∫ 1

−1

(0.9035x− sinx)2 dx

) 1

2

= .02383

‖g4 − g‖2 =

(
1

2

∫ 1

−1

[
g4(x) − g(x)

]2
dx

) 1

2

=

(
1

2

∫ 1

−1

(0.9981x− 0.1576x3 − sinx)2 dx

) 1

2

= .0003076

As we might expect, the second approximation is significantly better than the first.

Section 3.5 Exercises

1. For the vector v =





1
2

−1



, find ‖v‖1, ‖v‖2 and ‖v‖∞. (Label each, of course!)

2. Let f(x) = x3 + x2 − 1
2 , x ∈ [−1, 1].

(a) Find ‖f‖1 and ‖f‖2, giving some indication of how you do it. Use your calculator to calculate integrals,
and round your answers to the hundredth’s place.

(b) Find ‖f‖∞ by examining the graph of the function.

3. In this exercise you will be reminded of how to use differential calculus to find ‖f‖∞ for f(x) = x3+x2− 1
2 on

the interval [−1, 1].

(a) Find all critical values of x by setting the derivative equal to zero and solving. Then determine the
values of the function at those values of x to obtain relative minima or maxima.

(b) Find the values of the function at the ends of the interval [−1, 1].

(c) The ∞-norm is the maximum of the absolute values of all function values obtained in parts (a) and (b).
Give it.

4. Use calculus and algebra, showing clearly how you do it, to determine ‖xe−x‖∞ on the interval [0, 2].

5. The set of points (x, y) in R
2 that have norm one when considered as vectors is called the unit circle, where

the word circle now means all points equidistant from the origin, not the familiar geometric shape! Sketch the
unit circle for each of the following norms on R2.

(a) 2-norm (b) 1-norm (c) ∞-norm
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6. For 1 ≤ p < ∞, the p-norm of any vector v =

[
x
y

]

∈ R
2 is ‖v‖p = p

√

|x|p + |y|p. In this exercise you will

see why we call the max norm the ∞-norm.

(a) Give ‖v‖p using an exponent for the root.

(b) When finding the unit circle for the p-norm in R2, we need to set your expression from part (a) equal to
one. Open the online graphing utility Desmos and select ”Start Graphing.” Enter the expression for the
p-norm (with the letter p) and set it equal to one. Click where it says to add a slider for p. Select the
values one and two for p to check your first two answers to the previous exercise.

(c) Sketch the unit “circles” for p = 4 and p = 8 and label each to tell them apart.

(d) As p → ∞, What seems to happen to the unit circle?

7. In Exercise 4 of Section 3.2 you found that ex can be approximated on [−1, 1] by

p(x) = 0.54x2 + 1.10x+ 1.

The error of this approximation can be measured by the distance d(ex, p(x)) = ‖ex − p(x)‖ induced by any
of the norms discussed in this section.

(a) Find the error using the 1 norm and the 2-norm.

(b) Find the distance using the ∞-norm by finding the value of x where the graphs of the two functions
appear to be farthest apart, then calculating the absolute value of the difference in the values of the two
functions at that point.
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3.6 Least Squares Solutions to Inconsistent Systems

Performance Criterion:

3. (i) Find the least-squares approximation to the solution of an inconsistent system
of equations. Solve a problem using least-squares approximation.

(j) Give the least squares error and least squares error vector for a least squares
approximation to a solution to a system of equations.

Recall that an inconsistent system is one for which there is no solution. Often we wish to solve inconsistent
systems and it is just not acceptable to have no solution. In those cases we can find some vector (whose components
are the values we are trying to find when attempting to solve the system) that is “closer to being a solution” than
all other vectors. The theory behind this process is part of the second term of this course, but we now have enough
knowledge to find such a vector in a “cookbook” manner.

Suppose that we have a system of equations Ax = b. Pause for a moment to reflect on what we know and what
we are trying to find when solving such a system: We have a system of linear equations, and the entries of A are
the coefficients of all the equations. The vector b is the vector whose components are the right sides of all the
equations, and the vector x is the vector whose components are the unknown values of the variables we are trying
to find. So we know A and b and we are trying to find x. If A is invertible, the solution vector x is given by
x = A−1 b. If A is not invertible there will be no solution vector x, but we can usually find a vector x̄ (usually
spoken as “ex-bar”) that comes “closest” to being a solution. Here is the formula telling us how to find that x̄:

Theorem 3.19: The Least Squares Theorem: Let A be an m× n matrix and
let b be in Rm. If Ax = b has a least squares solution x̄, it is the solution to

ATAx̄ = ATb

⋄ Example 3.6(a): Find the least squares solution to

1.3x1 + 0.6x2 = 3.3

4.7x1 + 1.5x2 = 13.5

3.1x1 + 5.2x2 = −0.1

.

First we note that if we try to solve by row reduction we get no solution; this is an overdetermined system because
there are more equations than unknowns. The matrix A and vector b are

A =






1.3 0.6

4.7 1.5

3.1 5.2




 , b =






3.3

13.5

−0.1






From this

ATA =

[
33.39 23.95

23.9529.65

]

and ATb =

[
67.43
21.71

]

Finally, solving ATAx̄ = ATb gives x̄ =

[

3.5526

−2.1374

]
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A classic example of when we want to do something like this is when we have a bunch of (x, y) data pairs from
some experiment, and when we graph all the pairs they describe a trend. We then want to find a simple function
y = f(x) that best models that data. In some cases that function might be a line, in other cases maybe it is a
parabola, and in yet other cases it might be an exponential function. Let’s try to make the connection between this
and linear algebra. Suppose that we have the data points (x1, y1), (x2, y2), ..., (xn, yn), and when we graph these
points they arrange themselves in roughly a line, as shown below and to the left. We then want to find an equation
of the form a+ bx = y (note that this is just the familiar y = mx+ b rearranged and with different letters for the
slope and y-intercept) such that a+ bxi ≈ yi for i = 1, 2, ..., n, as shown below and to the right.

(x1, y1)

(x2, y2)
(xn, yn)

x

y

(x1, y1)

(x2, y2)
(xn, yn)

y = a+ bx

x

y

If we substitute each data pair into a+ bx = y we get a system of equations which can be thought of in several
different ways. Remember that all the xi and yi are known values - the unknowns are a and b.

a+ x1b = y1
a+ x2b = y2

...
a+ xnb = yn

⇐⇒








1 x1

1 x2

...
1 xn








[
a
b

]

=








y1
y2
...
yn








⇐⇒ Ax = b

Above we first see the system that results from putting each of the (xi, yi) pairs into the equation a + bx = y.
After that we see the Ax = b form of the system. We must be careful of the notation here. A is the matrix whose
columns are a vector in R

n consisting of all ones and a vector whose components are the xi values. It would be

logical to call this last vector x, but instead x is the vector

[
a
b

]

. b is the column vector whose components

are the yi values. Our task, as described by this interpretation, is to find a vector x in R2 that A transforms

into the vector b in Rn. Even if such a vector did exist, it couldn’t be given as x = A−1b because A is not
square, so can’t be invertible. However, it is likely no such vector exists, but we CAN find the least-squares solution

x̄ =

[
a
b

]

. When we do, its components a and b are the intercept and slope of our line.

Theoretically, here is what is happening. Least squares is generally used in situations that are over determined.
This means that there is too much information and it is bound to “disagree” with itself somehow. In terms of systems
of equations, we are talking about cases where there are more equations than unknowns. Now the fact that the system
Ax = b has no solution means that b is not in the column space of A. The least squares solution to Ax = b is
simply the vector x̄ for which Ax̄ is the projection of b onto the column space of A. This is shown simplistically
below, for the situation where the column space is a plane in R3.

Ax̄

b e

col(A)
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To recap a bit, suppose we have a system of equations Ax = b where there is no vector x for which Ax equals
b. What the least squares approximation allows us to do is to find a vector x̄ for which Ax̄ is as “close” to b as
possible. We generally determine “closeness” of two objects by finding the difference between them. Because both
Ax̄ and b are both vectors of the same length, we can subtract them to get a vector e that we will call the error
vector, shown above. The least squares error is then the magnitude of this vector:

Definition 3.20: If x̄ is the least-squares solution to the system Ax = b, the least
squares error vector is

e = b−Ax̄

and the least squares error is ‖e‖, the magnitude of e.

⋄ Example 3.6(b): Find the least squares error vector and least squares error for the solution obtained in

Example 3.6(a).

The least squares error vector is

e = b−Ax̄ =






3.3

13.5

−0.1




−






1.3 0.6

4.7 1.5

3.1 5.2






[

3.5526

−2.1374

]

=






−0.0359

0.0089

0.0016






The least squares error is ‖e‖ = 0.0370.

Section 3.6 Exercises

1. Consider the three points P1(1, 0), P2(2, 1) and P3(3, 5).

(a) Using graph paper, plot the three points. Use something straight (ruler, edge of a CD case, etc.) to verify
that there is not a line through all three points. In this assignment and the next we will be searching for
the line that “best fits” the three points.

(b) On the same graph, draw the line y = 3
2x−1 and put dots at the three points on the line with x-coordinates

1, 2 and 3. Find the distance between the point P1 and the point on the line having the same x-coordinate
as P1; we will call that value ε1. Repeat for P2 and P3.

(c) The vector e = [ε1, ε2, ε3] is called the error vector, and its (Euclidean) norm is the total error when the
line y = 3

2x− 1 is used to approximate the three points P1, P2 and P3. Find that error.

2. For the same three points, repeat Exercise 1 (new graph and all) for the line y = 2x− 2.

3. Of the two lines, which gave the smaller error? In the next assignment you will find the least-squares
regression line, which has the smallest such error possible.
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4 Matrix Factorizations

Outcome/Performance Criteria:

4. Compute and apply matrix factorizations. Find change of basis matrices.

(a) Use LU -factorization to solve a system of equations, given the LU -
factorization of its coefficient matrix.

(b) Determine a matrix that performs a given row operation.

(c) Find the LU -factorization of a matrix by hand.

(d) Find the QR factorization of a matrix.

(e) Use the QR factorization to compute the least squares solution to a system
of equations.

(f) Diagonalize a matrix when possible; know the forms of the matrices P and
D from P−1AP = D.

(g) Find the orthogonal diagonalization and outer product spectral decomposi-
tion of a symmetric matrix.

(h) Find the singular values of a matrix; find the singular value decomposition
of a matrix.

(i) Give the outer product form of the singular value decomposition of a matrix.
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4.1 Solving a System With An LU-Factorization

Performance Criterion:

4. (a) Use LU -factorization to solve a system of equations, given the LU -
factorization of its coefficient matrix.

(b) Determine a matrix that performs a given row operation.

(c) Find the LU -factorization of a matrix by hand.

In many cases an n× n square matrix A can be “factored” into a product of a lower triangular matrix and an
upper triangular matrix, in that order. That is, A = LU where L is lower triangular and U is upper triangular.
In that case, for a system Ax = b that we are trying to solve for x we have

Ax = b ⇒ (LU)x = b ⇒ L(Ux) = b

Note that Ux is simply a vector; let’s call it y. We then have two systems, Ly = b and Ux = y. To solve the
system Ax = b we first solve Ly = b for y. Once we know y we can then solve Ux = y for x, which was
our original goal.

To take full advantage of this method, the process of using L to find y from b is carried out by a process called
forward substitution. Looking at Ly = b as a system of equations, the first equation contains only y1, so it
is easily solved for. The second equation contains y1 and y2, so y2 can be found easily using the already known
value of y1. This process continues until the values of all of the components of y are found. Then, when finding
the components of x, we consider the system of equations represented by Ux = y. The last equation contains
only xn, so we solve for it. The next to last equation contains only xn−1 and xn, and xn−1 is easily found
using the just found value of xn. We then proceed “backward” through the equations, finding each component in
turn, from last to first. This process is called back-substitution. The reader should carefully note the carrying out
of these processes in the following example.

⋄ Example 4.1(a): Solve the system of equations

7x1 − 2x2 + x3 = 12

14x1 − 7x2 − 3x3 = 17

−7x1 + 11x2 + 18x3 = 5

, given that the coefficient

matrix factors as 




7 −2 1

14 −7 −3

−7 11 18




 =






1 0 0

2 1 0

−1 −3 1











7 −2 1

0 −3 −5

0 0 4






Because of the above factorization we can write the system in matrix form as follows:






1 0 0

2 1 0

−1 −3 1











7 −2 1

0 −3 −5

0 0 4











x1

x2

x3




 =






12

17

5






We now let






7 −2 1

0 −3 −5

0 0 4











x1

x2

x3




 =






y1

y2

y3




 (∗) and the above system becomes






1 0 0

2 1 0

−1 −3 1











y1

y2

y3




 =






12

17

5




 (∗∗)

The system (∗∗) is easily solved for the vector y = [y1, y2, y3] by forward-substitution. From the first row
we see that y1 = 12; from that it follows that y2 = 17− 2y1 = 17− 24 = −7. Finally, y3 = 5+ y1 +3y2 = −4.
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Now that we know y, the system (∗) becomes






7 −2 1

0 −3 −5

0 0 4











x1

x2

x3




 =






12

−7

−4






This is now solved by back-substitution. We can see that x3 = −1, so

−3x2 − 5x3 = −7 =⇒ − 3x2 + 5 = −7 =⇒ x2 = 4

Finally,
7x1 − 2x2 + x3 = 12 =⇒ 7x1 − 9 = 12 =⇒ x1 = 3

The solution to the original system of equations is (3, 4,−1).

The obvious question to ask at this point is how we factor a matrix A into L and U . The idea is this:

• We find an elementary matrix E1 that, when multiplied times A, accomplished the first step of row-
reduction. After that we find a second elementary matrix E2 that accomplishes the second step of row-
reduction in the same way. Continuing, we end up with a sequence E1, E2, ..., Ej that, when performed in
sequence, perform enough row operations to reduce A to an upper triangular matrix U , which is the U of
the LU -factorization.

• We now have EjEj−1 · · ·E3E2E1A = U . It turns out that each elementary matrix is invertible, so multiplying
on the left by each inverse in turn results in A = E−1

1 E−1
2 · · ·E−1

j−1E
−1
j U .

• The product E−1
1 E−1

2 · · ·E−1
j−1E

−1
j turns out to be a lower triangular matrix - it is L!

Each elementary matrix Ei has ones on the diagonal and every other entry is zero except for one, which turns out
to be the multiplier needed to “zero out” an entry of A. The inverse of an elementary matrix is easily obtained by
changing the sign of the nonzero term not on the diagonal. Finally, it turns out that the product of the inverses of
the elementary matrices (in the correct order!) is simply a lower triangular matrix with ones on the diagonal and all
of the nonzero entries of the E−1

i in their places below the diagonal.
The process for doing the above will be carried out in the exercises.

Section 4.1 Exercises

1. In this exercise you will be working with the system

x1 + 3x2 − 2x3 = −4

3x1 + 7x2 + x3 = 4

−2x1 + x2 + 7x3 = 7

.

For the purposes of the exercise we will let

L =





1 0 0
3 1 0

−2 − 7
2 1



 , U =





1 3 −2
0 −2 7
0 0 55

2



 , x =





x1

x2

x3



 , y =





y1
y2
y3



 , b =





−4
4
7





(a) Write the system Ly = b as a system of three equations in the three unknowns y1, y2, y3. Then solve
the system by hand, showing clearly how it is done. In the end, give the vector y.

(b) Write the system Ux = y as a system of three equations in the three unknowns x1, x2, x3. Then solve
the system by hand, showing clearly how it is done. In the end, give the vector x.

(c) Use the linear combination of vectors interpretation of the system to show that the x1, x2, x3 you found
in part (b) is a solution to the system of equations. Show the scalar multiplication and vector addition as
two separate steps.
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(d) Multiply L times U , in that order. What do you notice about the result? If you don’t see something,
you may have gone astray somewhere!

2. Let A be the coefficient matrix for the system from the previous exercise.

(a) Give the matrix E1 be the matrix for which E1A is the result of the first row operation used to reduce
A to U . Give the matrix E1A.

(b) Give the matrix E2 such that E2(E1A) is the result after the second row operation used to reduce
A to U . Give the matrix E2E1A.

(c) Give the matrix E3 such that E3(E2E1A) is U .

(d) Find the matrix B = E3E2E1, then use your calculator to find B−1. What is it? If you don’t recognize
it, you are asleep or you did something wrong!

3. (a) Fill in the blanks of the second matrix below with the entries from E1. Then, without using your
calculator, fill in the blanks in the first matrix so that the product of the first two matrices is the 3 ×
3 identity, as shown.




























=








1 0 0

0 1 0

0 0 1








Call the matrix you found F1. Do the same thing with E2 and E3 to find matrices F2 and F3.

(b) Find the product F1F2F3, in that order. Again, you should recognize the result.

76



4.2 QR Factorization and Least Squares

Performance Criteria:

4. (d) Find the QR factorization of a matrix.

(e) Use the QR factorization to compute the least squares solution to a system
of equations.

Recall that a set of vectors is an orthonormal set if every pair of vectors in the set (other than a vector paired
with itself) is orthogonal and each vector in the set has norm one.

Definition 4.1: An orthogonal matrix is a square matrix whose columns form an
orthonormal set.

Theorem 4.2: If Q is an orthogonal matrix, then QTQ = I.

Suppose we have a non-square matrix Q whose columns form an orthonormal set. Then Q must have more rows
than columns (do you know why?), and it is still true that QTQ = I. This is because the product QTQ amounts
to taking the dot products of all of the columns with each other, which results in a one when a column is dotted
with itself and a zero when it is dotted with any other column.

Let’s now think back to the Gram-Schmidt process:

• We begin with a linearly independent set v1, v2,...,vn, and we start forming an orthogonal set of vectors by
letting w1 = v1.

• We use v2 to form a new vector w2 that is orthogonal to w1 and such that span(w1,w2) = span(v1,v2). We
then use v3 to form a new vector w3 that is orthogonal to w1 and w2, and such that span(w1,w2,w3) =
span(v1,v2,v3).

• This process continues until we have created an orthogonal set {w1,w2, ...,wn} that has the same span as
{v1,v2, ...,vn}.

• We can then normalize each of the w vectors to obtain an orthonormal set {q1,q2, ...,qn}. For this set we
have span(q1) = span(v1), span(q1,q2) = span(v1,v2), ..., span(q1,q2, ...,qj) = span(v1,v2, ...,vj).

From the last bullet above, each vj equals a linear combination of q1,q2, ...,qj :

vj = r1jq1 + r2jq2 + · · ·+ rjjqj ,

which we can then extend to a linear combination of all the qk:

vj = r1jq1 + r2jq2 + · · ·+ rjjqj + 0qj+1 + · · ·+ 0qn.

One might recognize this as the linear combination form of a matrix times a vector (see page 13) where the matrix is
the one whose columns are the vectors qk, in order. This product then forms the kth column of a matrix A whose
columns are the vectors v1,v2, ...,vn. Let rj be the vector whose components are r1j , r2j , ..., rjj , 0, ..., 0. Then
vj = Qrj and

A =









v1 v2 · · · vn









=









Qr1 Qr2 · · · Qrn









= Q









r1 r2 · · · rn









= QR

The third equality comes from the fact that a product AB can be computed by taking A times the individual
columns of B, with the results making up the columns of the product.
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Now the components of each rj are zero after the jth component rjj , so R has the form

R =









r1 r2 · · · rn









=










r11 r12 r13 · · · r1n
0 r22 r23 · · · r2n
0 0 r33 · · · r3n
...

...
...

. . .
...

0 0 0 · · · rnn










We have proved the following:

Theorem 4.3: Let A be an m×n matrix with linearly independent columns. Then
there exist an m × n matrix Q with orthonormal columns and an upper triangular
square matrix R such that A = QR. The product QR is called theQR-factorization
of A.

A QR-factorization can be carried out as described below. Doing so has some numerical advantages over the method
described in Section 3.6.

Theorem 4.4: Let A be an m×n matrix with linearly independent columns and let
b be in Rm. If A = QR is a QR-factorization of A, then the unique least squares
solution x̄ of Ax = b is

x̄ = R−1QTb
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4.3 A Review of Eigenvectors and Eigenvalues

The next factorization we will look at is what is called the diagonalization of a square matrix. In order to proceed
with an investigation of diagonalizing matrices, we need to review eigenvalues and eigenvectors.

Definition 4.5: A scalar λ is called an eigenvalue of a matrix A if there is a
nonzero vector x such that

Ax = λx.

The vector x is an eigenvector corresponding to the eigenvalue λ.

One comment is in order at this point. Suppose that x has n components. Then λx does as well, so A must
have n rows. However, for the multiplication Ax to be possible, A must also have n columns. For this
reason, only square matrices have eigenvalues and eigenvectors. We now see how to determine whether a vector is
an eigenvector of a matrix.

⋄ Example 4.3(a): Determine whether either of the vectors w1 =

[
4

−1

]

and w2 =

[
−3
3

]

are eigenvectors

for the matrix A =

[
−4 −6
3 5

]

of Example 11.1(a). If either is, give the corresponding eigenvalue.

We see that

Aw1 =

[
−4 −6
3 5

] [
4

−1

]

=

[
−10

7

]

and Aw2 =

[
−4 −6
3 5

] [
−3
3

]

=

[
−6
6

]

w1 is not an eigenvector of A because there is not scalar λ such that Aw1 is equal to λw1. w2 IS an
eigenvector, with corresponding eigenvalue 2, because Aw2 = 2w2.

Note that for the 2× 2 matrix A of Examples 11.1(a) and (b) we have seen two eigenvalues now. It turns out
that those are the only two eigenvalues, which illustrates the following:

Theorem 4.6: The number of eigenvalues of an n× n matrix is at most n.

Do not let the use of the Greek letter lambda intimidate you - it is simply some scalar! It is tradition to use
λ to represent eigenvalues. Now suppose that x is an eigenvector of an n × n matrix A, with corresponding
eigenvalue λ, and let c be any scalar. Then for the vector cx we have

A(cx) = c(Ax) = c(λx) = (cλ)x = λ(cx)

This shows that any scalar multiple of x is also an eigenvector of A with the same eigenvalue λ. The set of all
scalar multiples of x is of course a subspace of Rn, and we call it the eigenspace corresponding to λ. x, or any
scalar multiple of it, is a basis for the eigenspace. The two eigenspaces you have seen so far have dimension one, but
an eigenspace can have a higher dimension.

Definition 4.7: For a given eigenvalue λj of an n× n matrix A, the eigenspace
Ej corresponding to λ is the set of all eigenvectors corresponding to λj . It is a
subspace of Rn.

79



So where are we now? We know what eigenvectors, eigenvalues and eigenspaces are, and we know how to
determine whether a vector is an eigenvector of a matrix. There are two big questions at this point:

• Why do we care about eigenvalues and eigenvectors?

• If we are just given a square matrix A, how do we find its eigenvalues and eigenvectors?

We will not see the answer to the first question for a bit, but we’ll now tackle answering the second question. We
begin by rearranging the eigenvalue/eigenvector equation Ax = λx a bit. First, we can subtract λx from both
sides to get

Ax− λx = 0.

Note that the right side of this equation must be the zero vector, because both Ax and λx are vectors. At this
point we want to factor x out of the left side, but if we do so carelessly we will get a factor of A−λ, which makes
no sense because A is a matrix and λ is a scalar! Note, however, that multiplying a vector by the scalar λ is the
same as multiplying by a diagonal vector with all diagonal entries being λ, and that matrix is just λI. Therefore
we can replace λx with (λI)x, allowing us to factor x out:

Ax− λx = 0 ⇒ Ax− (λI)x = 0 ⇒ (A− λI)x = 0

Now A − λI is just a matrix - let’s call it B for now. Any nonzero (by definition) vector x that is a solution to
Bx = 0 is an eigenvector for A. Clearly the zero vector is a solution to Bx = 0, and if B is invertible that
will be the only solution. But since eigenvectors are nonzero vectors, A will have eigenvectors only if B is not
invertible. Recall that one test for invertibility of a matrix is whether its determinant is nonzero. For B to not
be invertible, then, its determinant must be zero. But B is A − λI, so we want to find values of λ for which
det(A − λI) = 0. (Note that the determinant of a matrix is a scalar, so the zero here is just the scalar zero.) We
introduce a bit of special language that we use to discuss what is happening here:

Definition 4.8: Taking λ to be an unknown, det(A − λI) is a polynomial called
the characteristic polynomial of A. The equation det(A − λI) = 0 is called the
characteristic equation for A, and its solutions are the eigenvalues of A.

Before looking at a specific example, you would probably find it useful to go back and look at Examples 7.4(a),(b)
and (c), and to recall the following.

Determinant of a 2× 2 Matrix

The determinant of the matrix

[
a b
c d

]

is det(A) = ad− bc.

Determinant of a 3× 3 Matrix

To find the determinant of a 3× 3 matrix,

• Augment the matrix with its first two columns.

• Find the product down each of the three complete “downward diagonals” of the
augmented matrix, and the product up each of the three “upward diagonals.”

• Add the products from the downward diagonals and subtract each of the products
from the upward diagonals. The result is the determinant.
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Now we’re ready to look at a specific example of how to find the eigenvalues of a matrix.

⋄ Example 4.3(b): Find the eigenvalues of the matrix A =

[
−4 −6
3 5

]

.

We need to find the characteristic polynomial det(A− λI), then set it equal to zero and solve.

A− λI =

[
−4 −6
3 5

]

− λ

[
1 0
0 1

]

=

[
−4 −6
3 5

]

−
[

λ 0
0 λ

]

=

[
−4− λ −6

3 5− λ

]

det(A− λI) = (−4− λ)(5 − λ)− (3)(−6)) = (−20− λ+ λ2) + 18 = λ2 − λ− 2

We now factor this and set it equal to zero to find the eigenvalues:

λ2 − λ− 2 = (λ− 2)(λ+ 1) = 0 =⇒ λ = 2,−1

We use subscripts to distinguish the different eigenvalues: λ1 = 2, λ2 = −1.

We now need to find the eigenvectors or, more generally, the eigenspaces, corresponding to each eigenvalue. We
defined eigenspaces in the previous section, but here we will give a slightly different (but equivalent) definition.

Definition 4.9: For a given eigenvalue λj of an n× n matrix A, the eigenspace
Ej corresponding to λj is the set of all solutions to the equation

(A− λI)x = 0.

It is a subspace of Rn.

Note that we indicate the correspondence of an eigenspace with an eigenvalue by subscripting them with the same
number.

⋄ Example 4.3(c): Find the eigenspace E1 of the matrix A =

[
−4 −6
3 5

]

corresponding to the eigenvalue

λ1 = 2.

For λ1 = 2 we have A− λI =

[
−4 −6
3 5

]

−
[

2 0
0 2

]

=

[
−6 −6
3 3

]

The augmented matrix of the system (A−λI)x = 0 is then

[
−6 −6 0
3 3 0

]

, which reduces to

[
1 1 0
0 0 0

]

.

The solution to this system is all vectors of the form t

[
−1
1

]

. We can the describe the eigenspace E1 corre-

sponding to λ1 = 2 by either

E1 =

{

t

[
−1
1

]}

or E1 = span

([
−1
1

])

It would be beneficial for the reader to repeat the above process for the second eigenvalue λ2 = −1 and check the
answer against what was seen in Example 4.3(a).

When first seen, the whole process for finding eigenvalues and eigenvectors can be a bit bewildering! Here is a
summary of the process:
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Finding Eigenvalues and Bases for Eigenspaces

The following procedure will give the eigenvalues and corresponding eigenspaces for a
square matrix A.

1) Find det(A− λI). This is the characteristic polynomial of A.

2) Set the characteristic polynomial equal to zero and solve to get the eigenvalues.

3) For a given eigenvalue λi, solve the system (A − λiI)x = 0. The set of
solutions is the eigenspace corresponding to λi. The vector or vectors whose
linear combinations make up the eigenspace are a basis for the eigenspace.
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4.4 Diagonalization of Matrices

Performance Criterion:

4. (f) Diagonalize a matrix when possible; know the forms of the matrices P and
D from P−1AP = D.

We begin with an example involving the matrix A from Examples 4.3(a) and (b).

⋄ Example 4.4(a): For A =

[
−4 −6
3 5

]

and P =

[
−1 −2
1 1

]

, find the product P−1AP .

First we obtain P−1 =
1

(−1)(1)− (1)(−2)

[
1 2

−1 −1

]

=

[
1 2

−1 −1

]

. Then

P−1AP =

[
1 2

−1 −1

] [
−4 −6
3 5

] [
−1 −2
1 1

]

=

[
2 0
0 −1

]

We want to make note of a few things here:

• The columns of the matrix P are eigenvectors for A.

• The matrix D = P−1AP is a diagonal matrix.

• The diagonal entries of D are the eigenvalues of A, in the order of the corresponding eigenvectors in P .

For a square matrix A, the process of creating such a matrix D in this manner is called diagonalization of A.
This cannot always be done, but often it can. (We will fret about exactly when it can be done later.)

⋄ Example 4.4(b): Diagonalize the matrix A =





3 12 −21
−1 −6 13
0 −2 6



.

First we find the eigenvalues by solving det(A− λI) = 0:

det





3− λ 12 −21
−1 −6− λ 13
0 −2 6− λ



 = (3− λ)(−6 − λ)(6 − λ)− 42 + 26(3− λ) + 12(6− λ)

= (−18 + 3λ+ λ2)(6 − λ)− 42 + 78− 26λ+ 72− 12λ

= −108 + 18λ+ 18λ− 3λ2 + 6λ2 − λ3 + 108− 38λ

= −λ3 + 3λ2 − 2λ

= −λ(λ2 − 3λ+ 2)

= −λ(λ− 2)(λ− 1)

The eigenvalues of A are then λ = 0, 1, 2. We now find an eigenvector corresponding to λ = 0 by solving the
system (A− λI)x = 0. The augmented matrix and its row-reduced form are shown below:





3 12 −21 0
−1 −6 13 0
0 −2 6 0



 =⇒





1 4 − 21
3 0

0 1 −3 0
0 0 0 0



 =⇒
Let x3 = 1.
Then x2 = 3
and x1 = −5
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The eigenspace corresponding to the eigenvalue λ = 0 is then the span of the vector v1 = [−5, 3, 1]. For
λ = 1 we have





2 12 −21 0
−1 −7 13 0
0 −2 5 0



 =⇒





1 6 − 21
2 0

0 1 − 5
2 0

0 0 0 0



 =⇒
Let x3 = 1.
Then x2 = 5

2
and x1 = − 9

2

The eigenspace corresponding to the eigenvalue λ = 1 is then the span of the vector v2 = [−9, 5, 2] (obtained
by multiplying the solution vector by two in order to get a vector with integer components). Finally, for λ = 2 we
have





1 12 −21 0
−1 −8 13 0
0 −2 4 0



 =⇒





1 12 −21 0
0 1 −2 0
0 0 0 0



 =⇒
Let x3 = 1.
Then x2 = 2
and x1 = −3

so the eigenspace corresponding to the eigenvalue λ = 2 is then the span of the vector v3 = [−3, 2, 1]. The
diagonalization of A is then D = P−1AP , where

D =





0 0 0
0 1 0
0 0 2



 and P =





−5 −9 −3
3 5 2
1 2 1
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4.5 Diagonalization of Symmetric Matrices

Performance Criterion:

4. (g) Find the orthogonal diagonalization and outer product spectral decomposi-
tion of a symmetric matrix.

Recall the following definition and theorem:

Definition: An orthogonal matrix is a square matrix whose columns form an or-
thonormal set.

Theorem: If Q is an orthogonal matrix, then QTQ = I.

In the previous section we saw that many, but not all, square matrices can be diagonalized, meaning that they
can be written in the form A = PDP−1. Moreover, in some cases the columns of P and diagonal entries of
D might be complex numbers. But in the case that A is symmetric, we can do better:

Theorem 4.10: If A is symmetric, then there exist a diagonal matrix D and an
orthogonal matrix Q such that A = QDQT .

Here are a few comments about Q and D:

• The diagonal entries of D are the eigenvalues of A, which are always real. Any repeated eigenvalues are
listed multiple times according to their multiplicities.

• If all of the eigenvalues are distinct, then the columns of Q are the normalized eigenvectors, in the order that
their eigenvectors appear on the diagonal of D.

• The eigenvectors corresponding to any repeated eigenvalues will be linearly independent but not necessarily
orthogonal. In that case the Gram-Schmidt process and normalization are applied to the eigenvectors to obtain
an orthonormal set of vectors, and those vectors are the columns of Q.

⋄ Example 4.5(a): Find the orthogonal diagonalization of A =

[
7 2
2 4

]

.

Theorem 4.11: Suppose that the symmetric matrix A is orthogonally diagonalized
as QDQT , where Q has columns q1,q2, ...,qn and the diagonal entries of D are
λ1, λ2, ..., λn. Then A can also be written as

A = λ1q1q
T
1 + λ2q2q

T
2 + · · ·+ λnqnq

T
n (1)

The sum (1) is called the outer product spectral decomposition of A.
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⋄ Example 4.5(b): Find the outer product spectral decomposition of A =

[
7 2
2 4

]

.

⋄ Example 4.5(c): Find the orthogonal diagonalization and outer product spectral decomposition of

B =





2 1 1
1 2 1
1 1 2



.
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4.6 Singular Value Decomposition

Performance Criterion:

4. (h) Find the singular values and singular vectors of a matrix; find the singular
value decomposition of a matrix.

(i) Give the outer product form of the singular value decomposition of a matrix.

In Section 4.4 we saw that in many cases a square matrix A can be diagonalized. That is, there exists a diagonal
matrix D and an invertible matrix P for which A = PDP−1. The matrix D has the eigenvalues of A along
its diagonal, and the columns of P are the eigenvalues of A in the same order that the eigenvalues appear in D.
Then we saw that every symmetric matrix A is orthogonally diagonalizable. This means that A = QDQT , where
D is again diagonal with the eigenvalues of A along the diagonal, but now Q is an orthogonal matrix. In this
case the columns of Q are the normalized eigenvectors of A.

The process of diagonalizing is sometimes referred to as decomposing the matrix A into the product of three
other matrices. Symmetric matrices can always be decomposed, but we might not be able to decompose a non-
symmetric square matrix A as PDP−1. Remarkably, though, any matrix of any dimensions can be decomposed
in a manner quite similar to QDQT . This decomposition is called the singular value decomposition (SVD) of
the matrix. Before describing it fully we need to make a couple of definitions.

Given a matrix A of any dimensions, the matrix ATA is always symmetric, with real, nonnegative eigenvalues.
This alows us to make the following definition.

Definition 4.12: The singular values of a matrix A are the square roots of the
eigenvalues of ATA. Each singular value is denoted by a subscripted σ, and it is
customary to subscript them so that σ1 ≥ σ2 ≥ · · · ≥ σr.

⋄ Example 4.6(a): Find the singular values of A =





1 0
0 1

−2 2



.

Let D represent a diagonal matrix (so necessarily square), and let O represent a matrix of any dimensions
with all entries being zero. By a matrix

[
D O

O O

]

(1)

we mean a diagonal matrix D with perhaps additional rows or columns of zeros added at the bottom or on the
right.

We can now state the main result of this section:

Theorem 4.13: Given an m×n matrix A, there exist an m×m orthogonal matrix
U , an n× n orthogonal matrix V , and a matrix Σ of the form (1) above such that
A = UΣV T . The product UΣV T is called the singular value decomposition of
A, sometimes just referred to as the SVD.

So how do we find the singular value decomposition of a matrix? The process is described below.
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Obtaining a Singular Value Decomposition

To find the singular value decomposition of a a matrix A:

1. Find the eigenvalues for ATA; their square roots are the singular values. Create
a diagonal matrix D with the nonzero singular values along the diagonal, in order
from largest to smallest. Included repeated singular values.

2. Find the eigenvectors for ATA. If none of the eigenvalues were repeated, nor-
malize the eigenvectors and put them into a matrix V in the same order as the

singular values corresponding to the their eigenvalues appear in D. If any of the
eigenvalues were repeated, put the eigenvectors in order, perform Gram-Schmidt
orthogonalization on them, then normalize them and put them into V . The
columns of V are the right singular vectors.

3. Find the eigenvectors for AAT ; they are the left singular vectors. Do with them
the same thing as described in (b), calling the resulting matrix U . It’s columns
are the left singular vectors.

4. Create a new matrix Σ by adding rows and/or columns of zeros at the bottom
and/or right side of D in such a way that the products UΣ and ΣV T are both
defined.

5. The product UΣV T is the singular value decomposition of A.

⋄ Example 4.6(b): Find the singular value decomposition of A =





1 0
0 1

−2 2



.

Theorem 4.14: Suppose that A has the singular value decomposition UΣV T with
nonzero singular values σ1 ≥ σ2 ≥ · · · ≥ σr . The sum

A = σ1u1v
T
1 + σ2u2v

T
2 + · · ·+ σrurv

T
r ,

where u1, ...,um and v1, ...,vn are the columns of U and V , respectively, is called
the outer product form of the singular value decomposition of A.

⋄ Example 4.6(c): Give the outer product form of the singular value decomposition of A =





1 0
0 1

−2 2



.
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