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5 Joint Probability Distributions

Performance Criteria:
5. Understand and work with joint distributions.

(a) Create a joint distribution table for a discrete probability distribution
of two random variables.

(b) Give probabilities of events for a discrete probability distribution of
two random variables.

(¢) Find marginal probabilities for a discrete joint distribution of two
random variables.

(d) Give the two marginal distributions for a discrete joint distribution
of two random variables.

(e) Give a conditional probability associated with a discrete joint distri-
bution of two random variables.

(f) Give a conditional probability distribution for a discrete joint distri-
bution of two random variables.

(g) Determine whether two random variables are independent.

(h) Find the value of a constant for which a given function of two variables
is a joint probability density function.

(i) Find probabilities for a continuous joint distribution.

(j) Give the two marginal distributions for a continuous joint distribution
of two random variables.

(k) Give a conditional probability distribution for a continuous joint dis-
tribution of two random variables.

(1) Determine whether two continuous random variables are independent.

(m) Find the expected value and covariance of a discrete joint probability
distribution.

(n) Find the expected value and covariance of a continuous joint proba-
bility distribution.

(o) Calculate probabilities using a multinomial probability distribution
or multivariate hypergeometric distribution.

In this chapter we study joint probability distributions, which arise when we are considering
two random variables having the same sample space.
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5.1 Discrete Joint Distributions

Performance Criteria:

5. (a) Create a joint distribution table for a discrete probability distribution
of two random variables.

(b) Give probabilities of events for a discrete probability distribution of
two random variables.

The table below shows political registrations of 200 residents of the state of Montana.

PARTY REGISTRATION

Dem Rep Ind
Male 35 45 24
GENDER
Female 47 33 16

1. Consider the experiment of randomly selecting one person out of this group. What is the
probability that they are

(a) male? (b) Republican? (c) male and Republican?
(d) male or Republican? (e) male, given that they are Republican?

(f) Republican, given that they are male?

The above type of table is sometimes called a two-way table. Using terminology analogous to
what we used when we have worked with Ezcel, we call each of the spaces occupied by the numbers
in the table cells. The numbers in the cells are called cell counts. Note that each cell represents
a particular gender /party registration combination.

Considering the experiment of randomly selecting an individual from this group, let us define
two random variables X and Y. X assigns to any outcome (individual selected) a number
representing their party registration (zero for Democrat, one for Republican, two for Independent).
Y assigns to each outcome a zero or one depending on gender (zero for male, one for female). We
can make a new table based on the values of the random variables, with the number in each cell
being the probability that an individual who is randomly selected from the group has the gender
and party registration that the cell represents.

0 0.175 0.225 0.120

1 0.235 0.165 0.080
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2. Give each of the following probabilities. Take (X =2,Y =y) tomean X =z and Y =y.

(a) P(X=1,Y=0) (b) P(X =1) (¢) P(Y=1)
d P(X=1|Y=0) () P(X=2o0rY =1)
We will now define a function f of two variables, called a joint probability distribution
(in this case, a discrete joint probability distribution), by
fle,y)=P(X=2,Y=y) for x=0,1,2, y=0,1

Thus, f(2,0) =0.120, f(1,1) = 0.165 and so on. At the risk of being a bit redundant, we now
show a table of values for the function f:

0 0.175 0.225 0.120

1 0.235 0.165 0.080

o Example 5.1(a): Give each of the probabilities from Exercise 2 in terms of the probability
function f.

The only one that might need some explanation is P(X =1 |Y = 0), where we must divide
the probability P(X =1,Y =0) by P(Y =0):

B o P(X=1Y=0) B f(1,0)
P =LY =0 == 5 ~ 00+ /L0 T F20)"

In the next section we will encounter a concept that will allow us to give a simpler expression for
the denominator. Here are the other probabilities in terms of f:

P(X=1Y =0)= f(1,0) P(X =1)=f(1,0)+ f(1,1)
P(Y =1)=f(0,1)+ f(1,1) + f(2,1)

P(X=2o0rY =1)=f(2,0)+ f(2,1) + f(0,1) + f(1,1).

The concept from the next section will allow us to give a cleaner expression for this last probability
as well.

3. Consider the experiment of rolling a single die (one half of a pair of dice).

(a) Give the sample space.

(b) Define a random variable X on the sample space by X = 0 if the number rolled is
odd, X =1 if the number rolled is even. Give Ran(X).
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(c¢) Define the random variable Y on the same sample space to be the number of letters in
the spelling of the number rolled. For example, Y (5) =4 because the word five has
four letters. Give Ran(Y).

(d) Create a table for the joint probability distribution f(x,y). It should have the form of
the table on the previous page, but give all probabilities as fractions.

We now make a formal definition, based on things that should be intuitively clear. First, though,
we recall that for two sets A and B, we define the Cartesian product of A and B, denoted
by A x B, to be the set of all ordered pairs (x,y) for which z isin A and y isin B. Recall
also that Ran(X) is the range of X, and similarly for Y.

Discrete Joint Probability Distribution

Let X and Y be random variables defined on the same discrete sample
space. A function f, defined on Ran(X) x Ran(Y'), is a joint probability
distribution if

1) f(z,y) >0 forall (z,y) € Ran(X) x Ran(Y),

Ran(X) Ran(Y")

3) P(X=uzY=y)= f(zx,y) forall (z,y) € Ran(X) x Ran(Y).

Although the following theorem may be obvious, we state it because of its importance when we
introduce continuous joint distributions.

Theorem 5.1: Let f be a discrete joint probability distribution for the
random variables X and Y, and let A be any subset of Ran(X) x
Ran(Y). Then

P(X,Y)€d) =) > flzy).

(z,y)EA

4. The following table gives the joint probability distribution function f for two discrete random
variables X and Y.

x

flx,y) 0 1 2 3

4 3 2

0 24 24 24 24

1 3 2 1 1

Yy 24 24 24 24
2 1

2 37 30 0 0
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Give each of the following probabilities of events, first as an expression in terms of f evaluated
at specific values of x and vy, then give a numerical answer, as a fraction. Take (X =
a,Y =>b) tomean X =a and Y =b, and take P(X =a|Y =b) to mean the conditional
probability of X = a given that Y = b. You might consider giving one of the
probabilities in terms of its complementary event.

(a) P(X =1,Y =0) (b) P(X =1) () P(X+Y <1)
d) P(X=2o0rY =1) (e) P(X+Y <3) (f) P(Y =2|X =0)

5. (a) Suppose that three marbles are to be drawn without replacement from an urn containing
three blue marbles, two red marbles and five yellow marbles. Let X be the number of
blue marbles drawn and Y be the number of red marbles drawn. Give a table like the
one above for the joint probability distribution, giving all probabilities in fraction form.
It is suggested that you make all fractions have denominators of 720; check your answers
by making sure that the sum of all the probabilities is one.

(b) Repeat part (a) under the conditions that the marbles are drawn with replacement. Here
I would suggest that you make the denominators of all the fractions 1000.
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5.2 Discrete Marginal Distributions

Performance Criteria:

5. (c¢) Find marginal probabilities for a discrete joint distribution of two
random variables.

(d) Give the two marginal distributions for a discrete joint distribution
of two random variables.

Consider again the table from the last section, but with probabilities in place of counts:

PARTY REGISTRATION

Dem Rep Ind
Male 0.175 0.225 0.120

GENDER
Female 0.235 0.165 0.080

This table gives us probabilities of specific party/gender combinations, but does not directly give
probabilities such as whether a randomly selected individual will be Republican, or be male, and so
on. In terms of the random variables X and Y, we are asking for P(X =1) and P(Y =0). It
should be obvious that to compute probabilities involving only one of the random variables X or
Y one needs to add up the values in each each column and row of the distribution table:

X
0 1 2
0 0.175 0.225 0.120 0.520
1 0.235 0.165 0.080 0.480
0.410 0.390 0.200 1.000

These additional probabilities are called marginal probabilities. They give the values of two
additional distributions ¢ and h defined by

g(z) =P(X =z) for x=0,1,2 and h(y)=PY =y) for y=0,1.

For this particular example, g and h have the distributions

x 0 1 2 y 0 1
g(z) 041 039 0.20 h(y) 052  0.48
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The functions g and h are called the marginal distributions associated with the joint dis-
tribution f defined in the last section. The value of 1.000 in the lower right is the sum of the
probabilities for both ¢ and h - as it should be, the total probability for each of those marginal
distributions is one. For any joint distribution f, we define g and h more formally as follows.

Marginal Distributions

Let f be a discrete joint probability distribution for the random variables
X and Y. We define the marginal distribution functions ¢ and h on
Ran(X) and Ran(Y'), respectively, by

g@)= Y f(z.y) and h(y)= Y fl=y).

Ran(Y") Ran(X)

Note carefully what these two formulas say. To compute the value of ¢ for a particular z, we
fix the value of x and add up all the values of f(x,y) as y ranges over all possible values of the
random variable Y. A similar process is carried out for finding values of h. For the example we
have been looking at, this means that

g(z) = f(z,0) + f(z,1) and h(y) = f(0,y) + f(Ly) + f(2,)

We can perhaps see this more readily by adding the marginal probabilities to our table for the
distribution function f(z,y):

0 0.175 0.225 0.120 0.520

1 0.235 0.165 0.080 0.480

g(z) | 0410 | 0.390 | 0.200

o Example 5.2(a): Three marbles are drawn, without replacement, from an urn containing
3 blue, 2 yellow and 5 red marbles. Let X be the random variable that assigns to any
outcome the number of red marbles drawn, and let Y assign to any outcome the number
of yellow marbles drawn. The table for the joint probability distribution f is shown below.
Determine the marginal distributions ¢(x) and h(y).

xT
f(z,y) 0 1 2 3
0 | | b | 4|4
7 L I T S O R
2 o o) 0 0




To get the marginal distributions, we simply sum up the rows and columns to obtain the following
table:

X
f(z,y) 0 1 2 3 h(y)
0 0 8 i 15 15
v 1 % i 5 0 15
2 40 i 0 0 1_15
9@) | 1 o 2 v 1

From this we can see that the marginal distributions are

0 1 2 3 y 0 1 9
1 5 5 1 7 7 1
9(x) 13 5 5 V) h(y) 15 15 15

o Example 5.2(b): For the distribution from the previous example, give each of the following
probabilities in terms as efficiently as possible in terms of f, g and h.

P(X =2) P(X=1|Y =2) P(X=1lorY =2)
Using the definitions of f, g, h and conditional probability, along with the addition rule, we have
P(X =2) =yg(2) PX=1|Y=2)=2"2

P(X=1lorY =2)=g(1)+h(2) — f(1,2)

1. Add the marginal probabilities to your table from Exercise 3(d) of the previous section, then
give the marginal distribution ¢g of X and the marginal distribution h of Y.

2. Consider again the joint distribution for gender and political affiliation. Use to to give each
of the following probabilities.

(a) P(X =2) in terms of f (b) P(X =2) in terms of g or h
(¢c) P(X=1,Y =0) in terms of f

(d) PY=0|X=1) intermsof f and ¢g or h

() P(X=1orY =0) in terms of f alone

(f) P(X=1orY =0) intermsof f, g and h
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3. The following table gives the joint probability distribution function f for two discrete random
variables X and Y.

fay)| o | 1 | 2 | 3

0 5 4 3 2

24 24 24 24

1 3 2 1 1

Yy 24 24 24 24

Give the two marginal distributions g¢(z) and h(y).

g9(@) : h(y) :
4. Continue using the joint distribution given by the table in the previous exercise. Give each of

the following probabilities in terms of the marginal distributions g and h, and use the joint
distribution f as well, when necessary. Then give a numerical value for each, as a fraction.

(a) P(X =2) (b) (b) P(Y =2) () P(Y <1)

(d) P(X =20rY =1) (e) P(X =3[y =1) (f) P(Y =2|X =0)

3. Add the marginal probabilities to your table from Exercise 5(a) of the previous section, then
give the marginal distribution ¢ of X and the marginal distribution h of Y.

95



5.3 Discrete Conditional Distributions, Independent Random Variables

Performance Criteria:

5. (e) Give a conditional probability associated with a discrete joint distri-
bution of two random variables.

(f) Give a conditional probability distribution for a discrete joint distri-
bution of two random variables.

(g) Determine whether two random variables are independent.

Consider one last time the table for the Montanans:

PARTY REGISTRATION

Dem Rep Ind
Male 35 45 24
GENDER
Female 47 33 16

Suppose that we wish to determine the probability that a randomly selected male voter from this
group would be a Democrat. Because there are 35+ 45 + 24 = 104 males, the probability of
selecting a Democrat from among them is % = 0.337. You'll recall that what we have computed
here is a conditional probability, in this case the probability that one of the voters is a Democrat,
given that they are male. Suppose that we wished to determine the same probability from the table

of values for the joint distribution function f(x,y):

x
flxy)| 0 1 2 h(y)
0 0.175 0.225 0.120 0.520
Yy
1 0.235 0.165 0.080 0.480
g(x) 0.410 0.390 0.200
. . . . 0.175
In this case we would compute the desired probability by taking 0520 — 0.337. You can see here
that the quotient that gives us the desired probability is '
f(0,0)
h(0)

We would find the probability of a voter being Republican, given that they are male, to be
f(1,0) f(2,0)

h(0) h(0) -
These three values are the probabilities of a probability distribution function that we will denote
by f(z]0). This is defined more formally on the next page.

and the probability that a voter is Independent, given that they are male, to be
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Discrete Conditional Distributions

Let f be a discrete joint probability distribution for the random variables
X and Y with marginal distributions g and h. For a fixed y € Ran(Y) we
define the conditional distribution function v( * |y) on Ran(X) by

f(z,y)
h(y)

v(z|y) = if h(y)>0.
Similarly, for a fixed = € Ran(X), if g(x) > 0 the conditional distribution
function w( * | ) is defined by

_ f(z,y)
w(y| r) = e

for all y € Ran(Y)

The purpose of writing v( * | y) instead of v(z|y) is to indicate that x is a variable, whereas
y is fixed (for the purposes of the conditional distribution).

o Example 5.3(a): Find the conditional distributions wv(x | 0) and w(y | 2) for the
probability distribution from Example 5.2(a), shown below.

x
fz,y) 0 1 2 3 h(y)
0 by 8 i = | T
Y ! 2 i 8 0 1
2 e 7 0 0 =
9(x) i 5 = = 1
Here we have v(0] 0) = ﬁ/l% = %, v(1]0) = %/1_75 = %7 v(2] 0) = %/% _ %_g and

v(3]0) = 5/ = 5. so the function v(z|0) is given by

T 0 1 2 3
1 15 15 5
v(@l0) 5% % ®m
i : : Y 0 1 2
Similar computations give us s 9
wyl2) 5§ 5 0
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You will recall that if two events A and B are independent, the occurrence of B makes it no
more or less likely that A will occur. That is, P(A|B) = P(A). This leads us to the definition
that A and B are independent if, and only if, P(ANB) = P(A)P(B). We define independent
random variables in a similar manner.

Independent Random Variables

Let X and Y be discrete random variables with joint distribution function
f and marginal distribution functions ¢ and h, respectively. If

f(z,y) = g(x)h(y)

for all € Ran(X) and y € Ran(Y'), then we say that the random variables
X and Y are independent.

o Example 5.3(b): Determine whether the random variables X and Y from the dis-
tribution given in Example 5.3(a) (the table for the distribution is reproduced below) are

independent.
x
fz,y) 0 1 2 3 h(y)
0 ™ 5 1 T | 1
y 1 Py 1 5 0 15
2 410 2 0 0 I
9@ | 1 12 iz 12 1

We see that g(0)h(0) = =4 = 15 # 135 = f(0,0), so the random variables X and Y are
dependent.

1. The following table gives the joint probability distribution function f for two discrete random
variables X and Y. Give the conditional distributions v(z|0) and w(y|3) in the manner
shown in Example 5.3(a). Are the random variables X and Y independent?

T
flx,y) 0 1 2 3

5 4 3 2
0 2 | 21 | 31 | m

1 3 2 1 1

Yy 24 24 24 24

2 1
2 54 o7 0 0




5.4 Continuous Joint Probability Density Functions

Performance Criteria:

5. (h) Find the value of a constant for which a given function of two variables
is a joint probability density function.

(i) Find probabilities for a continuous joint density function.

As with the single random variable situation, when we can have two random variables that are
continuous rather than discrete. In that case we again have a probability density function, but of
two variables. And as in the single random variable case, evaluating such a function at a single
point has no real meaning - it is only when we integrate values over some region in the R? plane
that we get a probability. That is, the probability has density, but no mass at any single point.
Here is the definition of such a function:

Continuous Joint Probability Density Function

Let X and Y be continuous random variables defined on the same sample
space. A function f:R? — R is a joint probability density function if

1) f(z,y) >0 for all (z,y) € R?,

2 [~ [ s dedy =1

3) For any subset A of R?, P[(X,Y) € A] = // f(z,y) dx dy
A

o Example 5.4(a): Find the value of ¢ for which

cx?y  for (z,y) €[0,1] x [0,2]
flz)= .
0 otherwise

is a continuous joint probability density function.

It should be clear that f meets condition (1) above. We must choose ¢ so that condition (2)
is met. We see that

o0 00 2 1
/ / flz,y) dedy = / / cx?y dzdy =
—o0 J —o0 0 Jo

s 1t e 11,212 2
C/O [gxy]ody:§c/0ydy:§c[§y]O:§c,

so ¢ must be %

99



o Example 5.4(b): For the continuous joint probability density function

fla) = { %aﬂy for (z,y) €[0,1] x [0, 2]

0 otherwise
of the previous example, find P(% <X<1,0<€Y <)

Here we apply (3) from the definition, where A is the set [1,1] x [0,1]:

P

D=

1 1
sxgl,osml)://%x?ydxdy:
0 J3
1

1 1 1 1
/ Exl dy:/ by — tey] dy = 1—76/ ydy =547 =%
0 0 0

Although the integrals for both of the previous examples were computed “by hand,” I would
encourage you to use some technology like the Wolfram Alpha® Double Integral Calculator or
your handheld calculator to make such computations.

o Example 5.4(c): Find P(2X +Y < 4) for the continuous joint probability density
function

fz) =

2e~22-Y for >0, y>0

0 otherwise '
Setting up the iterated integral for the desired probability will be easier
if we first determine the region in R? where we are integrating. We Y
first consider the equation 2x +y = 4, which is a line with z-intercept
(found by setting y = 0) two and y-intercept four. Because the point
(0,0) satisfies the inequality 2z +y < 4 the region of interest is the
triangle shown to the right (because we only have nonzero probability in
the first quadrant). We then see that the probability is given by either
of the iterated integrals

2 p4—2z 4 r2—3y
/ / 2”2 Y dy dx = / / 222V dx dy, —
o Jo o Jo 2

resulting in P(2X +Y <4) =1 —5e~* ~ 0.9084.

o Example 5.4(d): For the continuous joint probability density function

fz) =

sa?y  for (xz,y) €[0,1] x [0,2]
0 otherwise

find P(Y < X +1).
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Because the density function is nonzero only on the rectangular region y
[0,1] x [0,2], we need only integrate over the portion of that region that
satisfies the inequality y < x+1. The graph of the line y =x+1 has
slope one and y-intercept one and we are considering the points in the
rectangle that are below that line, as shown in the graph to the right.
Thus the desired probability is obtained by integrating over that region:

31
40

1 px+l
P(YSX—I—l)z/ / %:L"Qy dy dx =
0o Jo

We should make two observations regarding the previous exercise:

e If we were to change the order of integration, two iterated integrals would be required. This
is because when y is a fixed value between zero and one we enter the region at £ =0 and
leave at = =1, but if y is a fixed value between one and two we enter at =y —1 and
leave at « = 1. Therefore we would have

1,1 2 1
PY<X+1)= / / %:L"Qy dr dy + / / %:L"Qy dx dy
0o Jo 1 Jy—1

Yy
e Because the density function is nonzero only on the rectangular region 2 ;
[0,1] x [0,2], We could have instead obtained the desired probability ; :
by integrating over the triangle shown to the right and subtracting from 1 4
one: :
Lz, 9 31 T+
PY<X+1)=1- 2 dyder=1— — = — 1
YsX+1) /0/:D+123:yy:13 40 40
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5.5 More on Continuous Joint Probability

Performance Criteria:

5. (j) Give the two marginal distributions for a continuous joint density
function of two random variables.

(k) Give a conditional probability distribution for a continuous joint den-
sity function of two random variables.

(1) Determine whether two continuous random variables are independent.

Marginal Distributions

Let f be a continuous joint probability density function for the random
variables X and Y. We define the marginal distribution functions
g:R—R and h:R — R, respectively, by

g(fﬂ)=/_oo f(z,y) dy  and h(y)z/_oo f(z,y) dx

o Example 5.5(a): Find the marginal distributions ¢ and h for the continuous joint
probability density function

6z%y  for (x,y) €[0,1] x [0,1]
flz) = :
0 otherwise

From the above definitions we have
1 1
g() 2/ 617y dy = [3x2y2]0 =322 for z€0,1], 0 otherwise
0

and )
1
h(y) :/ 62y da = [233311}0 =2y for y€[0,1], 0 otherwise
0
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Conditional Distributions

Let f be a continuous joint probability density function for the random
variables X and Y. For a fixed y € R with h(y) > 0 we define the
conditional distribution function v( * |y): R — R by

f(z,y)
v(z|y) =
h(y)
The notation * | y is meant to indicate that y is fixed and the z is a

variable.

Similarly, for a fixed x € R with g(z) > 0 the conditional distribution
function w( % | z):R — R is defined by

wivl 2y = L&Y
(y| ) o)

o Example 5.5(b): Find the conditional distributions wv(z | y) and w(y | x) for the
continuous joint probability density function

6z%y  for (w,y) €[0,1] x [0,1]
fa) =1 .
otherwise

Applying the above definitions and using the results of Example 5.5(a) we have

flz,y) _ 62°y 5 :
v(x = = —> =3z for z€[0,1], 0 otherwise
@y =L - 0.1]
and )
w(y| x) = f!(]:(nﬂ’j) = 6;3:231 =2y for y€[0,1], O otherwise.

We should make particular note of the results of this last example. Looking at the first part,
we see that
[z, y)

v(z|y) = ) = g(z).

This tells us that computing probabilities for the random variable Y for any fixed value of the
random variable Y is the same as computing probabilities of X regardless of the value of Y
that is, X seems to be independent of Y. Multiplying both sides of the second equality by
h(y) results in

f(z,y) = g(x)h(y)

which, as in the case of two discrete random variables, we take to be the definition of independence:
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Independent Random Variables

Let X and Y be continuous random variables with joint distribution function
f and marginal distribution functions g and h, respectively. If

f(z,y) = g(x)h(y)

for all (x,y) € R?, then we say that the random variables X and Y are
statistically independent.

o Example 5.5(c): The continuous joint probability density function for two continuous
random variables X and Y is

522 +y) for (z,y) €10,1] x [0,1]
_J 5
J@) = { 0 otherwise

Are X and Y independent?

First we see that

1 1
g(([) = / g(w2 + y) dy = g[x2y + %y2:|0 = g(x2 + %) for = S [0, 1], 0 otherwise
0

and

1 1
%(y+ =) for y€]0,1], 0 otherwise

3

1
h(y) :/0 g(az2 +y) dx = g[%x?’ +:13y}0 =

It looks doubtful that f(z,y) = g(z)h(y), but | suppose we should check to be sure:
1
g@)h(y) = §(@* +3) - 5w+ 3) = By + 52"+ 3y + ) # 5" + )

Therefore the random variables X and Y are not independent.

Consider the following joint probability density function for two continuous random variables
X and Y:

Lz +y)  for (x,y) €[0,1] x [0,2]
_ ) 1
f(@.y) = { 0 otherwise

1. Find P(X > %, 0<Y < %) Give the integral used, and evaluate it by hand, giving its
value in fraction form. Check your answer using a TI-89 or the Wolfram online double
integral calculator (do a search for online double integral calculator.

2. Find P(X +Y > 1) as follows: (a) Sketch the region over which the probability density
function must be integrated to find the desired probability. (b) Set up the integral. (c)
Evaluate the integral using a TI-89 or the Wolfram double integral calculator. You should
get %; if you don’t, try to correct your integral so that you do.
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. Find and simplify the marginal distribution h(y), then use it to find P(1 <y < 2).
. Give the conditional distribution fx|y(x|y) in simplified form.

. Use your answer to (d) to find P(X < 1 |Y =1). Do this by setting y =1 and integrating
over the desired range of x values.
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5.6 Expected Value and Covariance of Joint Distributions

Performance Criteria:

5. (m) Find the expected value and covariance of a discrete joint probability
distribution.

(n) Find the expected value and covariance of a continuous joint proba-
bility distribution.

Expected Value of Joint Random Variables

Let X and Y be discrete random variables with joint distribution function
f. The expected value of the distribution, denoted pxy = E(XY) is

EXY)= > > ayf(zy).

z€Ran(X) yeRan(Y)

If X and Y are continuous random variables with joint distribution function
f, the expected value pxy = E(XY) of the distribution is

E(XY) / / zy f(z,y) dzdy.

o Example 5.6(a): Find the expected value of the joint probability distribution, for discrete
random variables X and Y, given in the table below.

flx,y) 0 1 2

0 0.175 0.225 0.120

1 0.235 0.165 0.080

E(XY) = (0)(0)(0.175) 4 (1)(0)(0.225) + (2)(0)(0.120) +
(0)(1)(0.235) + (1)(1)(0.165) + (2)(1)(0.080) = 0.325
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o Example 5.6(b): Find the expected value of the joint probability distribution, for contin-
uous random variables X and Y, given by

Sa*+y) for (z,y)€[0,1] x [0,1]
0 otherwise

fz) =

E(XY):/_C:/_nyf(x,y) dwdy:/ol/()lwy-g(w2+y) dx dy =

11 ) 1
g/ /(w3y+xy2) dxdy:g/ [%wﬁ‘y—kéﬁyz] dy =
0 Jo 0 .
1
6

g/o (1y + 5v%) dy = [éf + %yg] =35

Covariance of Joint Random Variables

Let X and Y be discrete random variables with joint distribution function
f- Let ux and py be the expected values of the marginal distributions
g(x) and h(y). The covariance oxy of X and Y is

oxy = B[(X —px)(Y —py)] = > Y (@—px)y— ) f@,y).

z€Ran(X) yeRan(Y)

If X and Y are continuous random variables, then the covariance is given
by

oxy = BI(X — ux)(Y — py)] = / h / o= ey = g ) ot

As with the variance of a single random variable, the definition of the covariance of a joint dis-
tribution does not give the most efficient way to compute the covariance. Forthat we turn to the
following result.

Theorem 5.2

Let X and Y be random variables (discrete or continuous) with joint
distribution function f. The covariance of X and Y is given by

oxy = E(XY) — UX MY -
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o Example 5.6(c): The joint probability distribution from Example 5.5(a) is given below,

with the marginal distributions added. Find the covariance of the random variables X and

Y.

X
f(z,y) 0 1 2 h(y)
0 0.175 | 0225 | 0.120 | 0.520
! 1 0.235 | 0.165 | 0.080 | 0.480
g(z) | 0410 | 0.390 | 0.200

We can see that the expected values for X and Y are

px = (0)(0.41) + (1)(0.39) + (2)(0.20) = 0.79

We computed the expected value in Example 5.5(a), so we can now compute

oxy — E(XY) — UxX Yy = 0.325 — (079)(048) = —0.0542

1. The table below and to the right gives the joint probability distribution for two random
variables X and Y. Use it for the following.

(a) Give g(x) and h(y) in table form, with all values reduced.

1
(b) Compute ng(ac) Reduce your answer.

=0

11
(¢) Compute ZZZEf(ZE,y); reduce again.

=0 y=0

(d) Your answers to (b) and (c) should be the same, and
both are px. py can be computed analogously,

using either method. Find puy.
(e) Find the expected value E(XY).

and gy = (0)(0.52) + (1)(0.48) = 0.48

flz,y) | O 1
5 15

0 3 | 3

3 9

1 3 | 3

(f) Find the covariance oxy using the formula oxy = E(XY') — puxpiy.

(g) Are X and Y independent? Show/explain. This requires four mathematical

statements!

2. Give the expected value and covariance for the following joint probability density function

for two continuous random variables X and Y:

for (z,y) €[0,1] x [0, 2]

1
f(w,y)={ il

2z + y)
0
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5.7 Multinomial and Multivariate Hypergeometric Distributions

Performance Criteria:

5. (o) Calculate probabilities using a multinomial probability distribution
or multivariate hypergeometric distribution.

Consider an experiment with the following characteristics:

e It consists of n repeated trials.
e Each trial can result in any of k outcomes F1, Fo, E3, ..., F)

e The probabilities of the outcomes of the outcomes, which we will denote p1,po, ps, ..., Dk,
respectively, remain the same for each trial.

e The outcome of any single trial is independent of the outcomes of the previous trials.

We will refer to such an experiment as a multinomial experiment. Note that a Bernoulli
experiment is simply a multinomial experiment for which k£ = 2.

Multinomial Probability

For a multinomial experiment with outcomes and probabilities as defined
above, let X1, X5, X3, ..., X be random variables that assign the number of
times the outcomes F1, Fs, F3, ..., B}, occur, respectively. Then the joint prob-
ability distribution for these random variables is

n

o o _ 1 T2 Tk
f(x17$27$37"'7$k7p17p27p37"'7pk7n) - < x1, T Tk >p1 bo™ - Pp -
s Ly ey

n B n!
L1, L2, ...y Tk $1'$2'$k'

where

It is instructive to compare this with the formula for the binomial distribution.

The multinomial distribution would apply to an experiment like drawing ten marbles, with
replacement, from an urn containing 30 red marbles, 20 blue marbles, 40 yellow marbles and green
marbles. In that case, the probability of getting two red, two blue, five yellow and one green marble

1S
3 2 4 1 100 /3\2/2\2/4\>/1\!
2,2,5,1; —, —, —, —;10) = ————( — 10 10 10/ -
f225.1 35 1515 101 2!2!4!1!<10> <1O> <1O> <10>

Suppose that we had the same urn, same number of draws, but we were drawing without
replacement. You might guess that some variation of the hypergeometric distribution would be
used, and you are correct. Note that the hypergeometric situation can be interpreted as follows:
We are drawing from N objects with only two possible outcomes, with respective numbers k& and
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N — k in the original urn. We draw n objects and want the probability of getting x of the first
outcome and n — x of the second outcome. The probability is given by

k N —k
x n—ux
N
n
Lets change notation a bit by letting a; be the number of the N total objects that are of the first

kind, and let as be the number of objects of the second kind. Also, let 21 and x2 be the numbers
of each of those kinds of objects that we ant the probability of obtaining when we draw n objects.

Then the above expression becomes
aq a9
I Z2

(")

Now suppose we have N objects of k types, a1 of type A1, as of type Ao, and so on through aj of
type Ag, and we are selecting n objects, without replacement.

Multivariate Hypergeometric Distribution

For an experiment as just described, let X7, Xo, X3, ..., X be random variables
that assign the number of objects of types Ai, Ao, As, ..., Ay, selected, respec-
tively. Then the joint probability distribution for these random variables is

() (o) (%)
()

f(x1,x2,$3, ey T3 A1,02,03, ..., ak7n7N) =
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H Solutions to Exercises

H.5 Chapter 5 Solutions

Section 5.1
35445424 _ 104 _ 13 45433 _ 78 39 4 9
1. (a) +2050+ =200 — 25 (b) 230 =200 — 100 (c) Wso = 20
35445424433 _ 137 45 _ 45 _ 15 45 _ 45
(d) *=F 2J50 5 = 200 € Brm=m=mx (£) 5715721 = T4
2. (a) P(X=1Y =0)=0.225 (b) P(X = 1) =0.225 + 0.165 = 0.390

(¢) P(Y =1)=0.235 4 0.165 + 0.080 = 0.480

0.225 0225
[ _ 04
(d) PX=11Y=0)= g5 10120 ~ 050 433

(e) P(X =2orY =1)=0.120 + 0.080 4 0.235 + 0.165 = 0.600

3. (a) S={1,2,3,4,5,6}
(b) Ran(X) = {0,1} i
(c) Ran(Y)={3,4,5} fey ] 0 1 ] 2
(d) See to the right. 0 s s 5
y
2] o
4 (a) P( LY O)Zf(LO):%:%
(b) P(X=1)=f(LO)+ f(L1)+f(L,2) =+ Z+ 5 =%
(€ P(X+Y <1)=f(0,0+ f(L,0)+ f(0,1) = Z+ 51+ 51 = 55 =3
(d) P(X=2o0rY =1)=f(2,0)+ f(2,1) + f(2,2) + f(0,1) + f(L, ) + fF(3, 1) =3 = 3
(e) P(X+Y <3)=1-[f(22)+ f(3, 1)+ f(3,2]=1-[0+4+0 =2
(f) P(Y =2|X =0) = 1(0,2) 2 _2_1
FO.0+fON+f0.2)  Z+&+& 10 5
5. (a) .
f(z,y) 0 1 2 3
0 60 180 90 6
720 720 720 720
1 750 750 %0 0
)
2 2 5 0 0
3 0 0 0 0
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(b) .
flz,y) 0 1 2 3
0 00 | 160 | 060 | 100
1 00 | 1000 | 1000 0
)
2 000 | 1000 0 0
3 = 0 0 0
Section 5.2
1. (a) x 0 1 2 (b) Yy 0 1
g@) § 5 % My) &6
2. (a) P(X=2)=f(2,0)+f(21) (b) P(X =2)=g(2)
(¢) P(X=1Y=0)=f(1,0)
(d) P(Y=0]X=1)=L{
(f) P(X=1orY =0)=g(1)+ h(0) — £(1,0)
3. = 0 1 2 3 y P
9(r) 3w wm m hy) 5w
4. (a) P(X=2)=g(2) =5 =3 (b) (b) P(Y =2)=h(2) =

() PY <1)=h(0)+h(1) =4+ L =2 =1

(d P(X=20rY =1)=g2)+h(1) = f2]) = g1+ o5 — 51 = 20 = 5

fB,1) g 1

PX=3Y=1)= =2 ==

@ POx=sy =1 = =2 =g

5. (a) x 0 1 2 3
9(x) I o mo ™
Section 5.3

1. z 0 1 2 3
v@0) § % Tt

Because f(0,0) =2 # 22 =10. 12 = ¢(0)n(0)
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_ o f(0,2)
(6) Py =2X =0)== &
®m y 0 1 2
hy) 8 8 25

Y 0 1
w(yld) 3 3

X and Y are not independent.



Section 5.5

1. P(X >

N[

1
/1(2x+y)da:dy:g Y

2

0<Y <=1 /
0
2. (a) See graph to right. 2

1 2
(b) P(X+Y21):/O /1_ L2z +y) dy da

1 4
o) 1
3. h(y) = /_Oo f(z,y)dx = /0 1@z +y)de = 3(1+y),
2
P(1§Y§2):/1h(y)dy:g 4 x
flzy) 2x+y
(b) P(X <% |Y:1):/2v(x|1)dx:§
0
Section 5.6
1. (&) =z 0 1 Yy 0 1
g(x) 1 3} hy)  § 3
1 1 1 1
(b) > wg(x) =3 © Y. zf(zy =3 (d) py=> yhly) =3
=0 x=0y=0 y=0
(e) E(XY)=2 (f) oxy =0

2. g(z)==x —I—% for x €1]0,1], 0 elsewhere, h(y) = %y —|—i for y €[0,2], 0 elsewhere

px =B(X) =1, pwy=EBY)=§ oxy=BEQXY)—papy=—7
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